ADM Lecturer: Be. Xiaolu Hou, Ph.D.

Tutorial 4

Determinants

Question 1. Compute the determinants of the following matrices using the standard deter-
minant formula for 2 x 2 matrices and Sarrus’ rule for 3 x 3 matrices.

2 5 5 —3 6 —12
() YT RO
PR 2 0 5 3 -9 4
4, (_Coisn P 9> 5. (-4 1 7 6. [ 5 1 -2
S oS 0 3 -3 1 3 6
5 0 0 —6 0 0 3 1 —9
7.3 —2 0 8. [0 2 0 9. =1 4 5
1 8 4 0 05 3 1 —2
11 2 2 7 6
10 (“__33 32> 1. {3 0 =5 12. (5 1 -2
@ 1 7 2 3 8 4
30 0 21 4 8 -4 3
13. [2 =1 5 4. [ 3 5 —7 15 12 1 B
1 9 —4 1 6 2 4 B—1 2
Solution.
25 ) .,
1. 3 1:2><1—3><5:—13 2. 6 3.0 4. cos*f +sin“f =1

. 2x1x(=3)+0+5x(—4)x3-0-2x3x7—0=—6—60—42=—108

6. 156 7. —40 8. 156 9.0
10. o —5a+ 21 11. —4 12. 0
13. =123 14. —65

15. —p*+ 32 —168% +83 — 2

Question 2. Find all the minors and cofactors of the matrix A.

1 -2 3 1 1 2
1. A= 6 7T —-1], 2.A=13 3 6
-3 1 4 01 4
Solution.
1. Minors
7 —1
Mll = ‘ ‘ = 297 M12 - 2]-7 M13 = 27a M21 = _1]-7 M22 = 13,

1 4
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M23 = —5, M31 = —]_9, M32 = 19, M33 =19.

Cofactors:
Cll - (—1)1+1 X 29 - 29, 012 — —21, 013 — 27, 021 - 11, 022 - 13, 023 — 5,

031 - —19, 032 - 19, 053 = 19

Question 3. Let

2 3 -1 1
A= 33 —22 (1) g
3 -1 1 4
Find
1. Minor M3, and cofactor Cs,
2. Minor My; and cofactor Cyy
3. Minor My, and cofactor Cyy
4. Minor M, and cofactor Cyy
Solution.
1.
S -1 1 2 -1
Msy = —33 (1) i =3%| 4 4‘—3><‘3 ) ‘ =3x(=5)=3x5= =30, Cs=(—1)""Msz =30

2. My =-1,Cpy =1
3. M44 - 13, 044 - ].3
4. M24 == —5, 024 = -5

Question 4. For each of the given matrices A, B, C', find the specified minors and cofactors.

0 2 -3 1 -3 3 0 5

2 4 3
1 4 2 -1 2 1 -1 4
A_‘;’:;i’B_3—240’C_6—340
4 -1 1 0 -1 5 1 =2

1. Minors Mlg, MQl, ]\4'237 M31 and cofactors Clg, CQQ, 032, 021 for matrix A.
2. Minors Mg, Mys, Moy, M3y, M3, and cofactors Co, Coy, C31, Cyo, Cs3 for matrix B.

3. Minors MH, M41, Mgg, M32, M44 and cofactors Clg, 024, 031, 042, 033 for matrix C.

Solution.
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1.
My = =18, My =22, My =24, My =27,
Cia =18, Cp=-7, Cp=-3, (y=27
2.
M12 = 13, M42 == 77 M24 - 117 M31 = 57 M34 = 65
012 =—13 ,024 = 11, C’31 - 57 042 - 77 033 =—25
3.

M11 - —947 M41 - —43, Mgg - 153, M32 - 1]_, M44 = —45
012 - 74, 024 - 39, 031 - 24, 042 - 118, 033 - ]_21

Question 5. Find the minors My, M3, M3 and cofactors C, Cso, Cos for the following matrix

a—+1 o a—17
A=1la—4 a+5 a—3
a—1 « o+ 2

Solution.

a+5 a—3

‘ = (a+2)(a+b)—a(a—3) = Ta+10+3a = 10a+10, M3z = 35—a, My = 2a.

012 =11-— 2@, 032 =31 — 9@, 022 =1la — 5.

Question 6. Compute the determinant of the given matrix. If the matrix is invertible, find
its inverse using the formula for 2 x 2 matrices.

() L)
L) L

Solution.

1. The determinant of the matrix is 3 x 4 — 5 x (—2) — 12 + 10 = 22. The inverse of the

matrix is
2 5)
1 /4 -5\ [11 22
E(z 3)_ 1 3
1 22

2. The matrix is not invertible

4 1
8 2

‘:2><4—8><1:0



ADM Lecturer: Be. Xiaolu Hou, Ph.D.

3.
2 7
—1 _— ——
5 Tl_g (2T _| 59 59
—7 =2 —7 -2 7 5
59 59
4,
V3 Ve RN e
2 6 2 V6 % 3
- _ 3
AV el (4 \/ﬁ) 26 V3
9 9
Question 7. Find all values of A for which det(A) =0
A—2 1 A—-1 0
! A:(—5 )\+4) 2"4:( 2 )\+1>
A—4 0 0 A—4 4 0
3.A= 0 X 2 4. A= -1 X 0
0 3 x-1 0 0 A=5
A2 15 A—4
° A—(5 )\+3) 6'A_(A+7 —2>
A—=3 5 19
7.7A=1 0 A-1 6
0 0 A-2
Solution
1.
det(A)=(A=2)A+4)+5=XN+21—3, det(A)=0<=A=1,3
2.
det(4) = A+ 1)(A—1), det(A)=0<=A=1,—1
3.
A2 )
det(A)=(A=4) 3 |7 |=A=HO¥ =1=6), det(4) =0 A=-2 3, 4
4,
A—4 4 )
det(4) = (A=5)|" " || = (A =5)(N —4r+4), det(4) =0e=A=-2,5
5.
det(A) = AA+3) —10= X +3X—10, det(A)=0«= A= —5,2
6.

det(A) = =\ =3\ —2, det(A) =0<= = —-2,—1
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det(A) = (A —3)(A—1)(A—2), det(A) =0+ A=1,2,3

Question 8. Let

3 -2 4 -1 1 2
A=1|5 1 -2, B=|3 0 =5
-1 3 6 1 7 2
Compute the determinant of matrices A, B by a cofactor expansion along
1. the first row 2. the second row
3. the third row 4. the first column
5. the second column 6. the third column
Solution.

1. Along the first row

det(4) = 3‘;) _62‘+2‘_51 _62‘+4'_51 é‘:3><12+2><28+4><16:156.
det(B) = —‘2 _25‘—‘? _25‘+2ﬁ 2‘:—35—11+42:—4.

2. Along the second row

det(A) = 5x24+1x224(—2) x (—=7) = 156.
det(B) = 3x 1240+ (—5) x 8 = —4.

3. Along the third row
det(A) = (=1)x0+3x26+6 x 13 = 156.
det(B) = 1x(=5)+7x14+2x(-3)=—-4.
4. Along the first column
det(A) = 3x1245x 24+ (—1) x 0 = 156.
det(B) = (=1)x35+3x12+1x(=5)=—4.
5. Along the second column
det(A) = (=2) x (—28)+1x 22+ 3 x 26 = 156.
det(B) = 1x(-11)40+4+7x1=—4.
6. Along the third column

det(A) = 4x16+4(—=2) x (=7) +6 x 13 = 156.
det(B) = 2x21+(=5) x8+2x (-3)=—4.

Question 9. Compute the determinant of the following matrices by a cofactor expansion along
a suitable row or column
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-3 0 7 3 3 1
.12 51 2.1 0 —4
-1 0 5 1 -3 5
k+1 k-1 7 o2 10
3.1 2 k-3 g | H 322
5 k41 k 110
0 230
0 5 4 0 2 1 97
5 4 1 =27 6 0 -1 3 8
-1 0 3 O 0 0 5 2
0 2 1 5 0 0 06
s 3 0 5 04 1 3 -2
5 _9 0 _9 22 3 -1 0
7. 8. 13 1 2 -5 1
4 1 -3 0
5 10 3 92 10 -4 0 O
03 0 0 2
023 4 -1
010 0 -3
911 4 2 0 -3
102 1 2
001 -2 0
Solution.
1. Along the second column
-3 07
2 5 1—5‘:‘;’ ;’—SX(—S)——4O
-1 0 5

2. Along the second row
1 x(—=18)+0+(—4) x 12 = —66

3. Along the third column

T(17 = 3k) + 4(—k* + 3k — 6) + k(k* — 4k — 1) = k* — 8k> — 10k + 95

4. Along the fourth column
0+2x(-1)+2x1+0=0

5. Along the fourth column

0+7x(=3)+0+5x(—46) = —251

6. Along the fourth row
6 x (—10) = —60

7. Along the third column

0+ 0+ (—=3) x 144 4 3 x (—32) = —528
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8. Along the fourth row

1% 128 40+ (—4) x (=56) + 0 = 352

9. Along the second row
1 x (=51)+(=3) x (—=42) =75

Question 10. Evaluate the determinant of the given matrix by inspection.

—_
ja=)
[a=)
[N}
[a=)

0
0

—_
o O
=2
—
)
[\V)
o O
S N
[\)

00 0O 1111
3 1 2 0 0 n 0 2 2 2

0 4 30 00 3 3

1 2 3 8 00 0 4

1 2 7 =3 -3 0 0 0
5 01 —4 1 6 1 2 0 0
10 0 2 7 ’ 40 10 -1 0

00 0 3 100 200 —-23 3
Solution.

1. -1, 2. 8, 3. 0, 4. 24, 2. 6, 6. 18

Question 11. For each matrix, show that the value of the determinant is independent of 6.

. sin 6 cos 0
sinf  cos@ )
1. ~cosf sinf 2. —cosf sin 6 0
sinf — cosf sinf +cosf 1
Solution.
1. ‘
sin 0 C989 =sin?6 + cos?h = 1.
—cosf sind
2.
sin 6 cos 0 :
. sinf cosf
—cos 6 sin 6 0] = Ccosf singl =
sinf —cos@ sinf +cosf 1

Question 12. By inspection, what is the relationship between the following determinants?

a b ¢ at+A b ¢
di=1d 1 f|, do=| d 1 f
g 0 1 g 01
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Solution. Let Cia,C13 denote the cofactors for the first matrix corresponding to entry (1,2)
and 1,3), i.e. b and c¢. Then

d1 =a++ bClg + 0013, d2 = (CL + )\) + bClg + 0013.

Thus
do = dy + A\
Question 13. Show that
1 tr(A) 1
det(A) =3 |4 (a2) tr(A)’

for every matrix A € Myys.

Solution. Let
a b
a= (0 4)

>:>tr(A2) =a’+bc+cd+d* =a® +d®+ 2bc

Then det(A) = ad — be, and

A2 a?+bc ab+bd
“\Nac+dc cd+ d?

We have
% ttrr((jé)) tr(lA)) — % = % (tr (A)? —tr (A?)) = % (a+d)? — (@ +d + 2bc))
= % (2ad — 2bc) = ad — be = det(A).

Question 14. What can you say about det(A), where A € M,,,, has entries all equal to 17

Solution.
For n =1, det(A) = 1.
For n > 2, the matrix A has all rows identical, hence det(A) = 0.

Question 15. What is the maximum number of zeros that a 3 x 3 matrix can have without
having a zero determinant? Why?

Solution. We note that I3 has 6 zero entries and nonzero determinant.

If a 3 x 3 matrix A has more than 6 zero entries, it must have one row or one column entirely
zero, making its determinant 0.

Hence the answer is 6.

Question 16. Explain why the determinant of a square matrix with integer entries must be
an integer.

Solution. If we consider the cofactor expansion for computing the determinant, the determi-
nant is always a sum of products of matrix entries and their minors (which are themselves
determinants of smaller matrices).
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The determinant calculation involves addition, subtraction, and multiplication, all of which
preserve integer values when applied to integers.

Question 17. Prove that the three points (z1,v1), (z2,¥2), and (x3,ys) are collinear if and
only if

1 oy 1
T2 Y2 1/ =0
z3 yz 1

Solution. Three points (x1, y1), (22, y2), and (z3,y3) are collinear if they lie on the same straight
line. This is equivalent to

Y2 — 1 _ Ys — U1

= (29 — ) — (ga — ) =0
To — T T3 — X (I‘Q x1)<y3 yl) (x3 xl)(yQ yl) ,

which is equivalent to

Tolys — T3Ya — T1Ys + T3y1 + T1ya — Ty = 0.

Compute the given determinant by cofactor expansion along the third column gives

T oy 1

T T T
To Y2 1| = 2 Y2\ h e = TolY3 — T3Y2 — T1Y3 + T3Y1 + T1Y2 — T2Y1.
vy ys 1 T3 Y3 T3 Ys T2 Y2

Question 18. Prove that the equation of the line through the distinct points (a1,b;) and
(ag,by) can be written as

z y 1
aq bl 11=0
as bg 1

Solution. The line through (aq,b;) and (ag, by) is

(a1 — (lg)y + (bg — b1>ZL’ = (llbg — CLle.
Cofactor expansion along the first row for computing the determinant gives
x y 1

aq b1 1| ==z
[25) 1)21

ar by
az by

Cll]_

1 = .Z‘(bl — b2) — y(a1 - CLQ) + (albg - agbl) =0
a2

b1
by 1

-+

ie.
(al — a2)y + (bQ - bl)l’ = a1by — aqby.

Question 19. Prove

Theorem 1 A triangular matrix is invertible if and only if its diagonal entries are all nonzero.
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Solution. Let A = (a;; € M,,«,, be a triangular matrix, then its determinant is given by
det(A) = ajrags -« - any

We have proved during the lecture that a matrix is invertible if and only if its determinant is
nonzero. Thus A is invertible iff the diagonal entries are all nonzero.

Question 20. Prove Theorem 3 using Theorems 1 and 2.

Theorem 2 The inverse of an invertible lower triangular matriz is lower triangular, and the
inverse of an invertible upper triangular matrixz is upper triangular.

Theorem 3 If A is an invertible matriz, then

Afl

= Qer(a) 2V A

Solution. Assume A € M, is upper triangular and invertible. Since

1

-1 _
AT = det(A)

adj (4)

we can prove that A~! is upper triangular by showing that adj(A) is upper triangular or,
equivalently, that the matrix of cofactors is lower triangular.

To show that the matrix of cofactors of A is lower triangular, we show that every cofactor
Ci; = 0 for i < j. Since

Cyj = (=1)™ My,

it suffices to show M;; = 0 for ¢ < j.

Let B;; be the matrix that results when the ith row and jth column of A are deleted, where
1 < j, then

Mij = det(B,])

Since A € M,,»,, is upper triangular and ¢ < j, B;; is upper triangular. Furthermore, the ¢th
row of B;; corresponds to the (74 1)th row of A which starts with at least ¢ zeros, none of those
zeros were deleted because j > i, making the (¢, 4)-entry of B;; to be zero. And by Theorem 1,
Mij = det(BU) = 0.

The proof for lower triangular matrix is similar.

Question 21. With the following examples, verify that det(A) = det(AT)

-2 3 -6 1
s () 2an (1)

2 -1 3 4 2 -1
3.A=1|1 2 4 4. A= 0 2 -3
5 =3 6 -1 1 5

Solution.

10
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1. det(A) =det(AT) = —11 2. det(A) = det(AT) =10

3. det(A) =det(AT) = =5 4. det(A) = det(AT) = 56

Question 22. Each of the following matrices is obtained from the identity matrix by perform-
ing a single elementary row operation. Identify the specific operation performed and find the
determinant of each matrix using the properties of determinants in relation to row operations.

10 0 0 1 000
1 01 0 0 9 0010
10 0 =5 0 10 1 00
00 0 1 0001
1 0 00
100 0 Lo
3. 0 10 4 3
-5 0 1 0 0 10
0 0 01
1 -3 0 1 00
5.10 1 0 6. [2 1 O
0 0 1 0 01
1
000 3 00
7.10 1 0 8 010
001
0 01
10 0 010
9. 10 1 0 10. {1 0 0O
00 —4 001
Solution.
1. This elementary matrix is obtained by multiplying the third row of I, by —5, which,
according to determinant properties, results in a determinant of —5
2. The elementary matrix is obtained by interchanging the second and third rows of Iy,
which results in a determinant of —1.
3. The elementary matrix is obtained by adding —5 times the first row to the third row of
I3, yielding a determinant of 1.
1
4. The elementary matrix is obtained by multiplying the second row of I, by —3 which
gives a determinant of ——.
5. Ry — Ry — 3Ry, determinant = 1.
6. Ry — Ry + 2Ry, determinant = 1.
7. Ry — 0Ry, determinant = 0.
1 ) 1
8 Ry — §R1, determinant = 3

11
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9. Ry — —4R3, determinant = —4.

10. Ry < R,, determinant = —1.

Question 23. Find the determinant of the following matrices using some combination of row
operations, column operations, and cofactor expansion.

10 4
1 0 -4
-5 -1
3 —6
3 -2 7
0 1
1 -3
5 -2 4
5 =2
1 =2
5 -9
7. 1 9
2 8
1 -1
-2 1
9. 3 9
2 -1
1 2
2 4
11. 2 6
-3 -8
1 3
Solution.
1.
10 4
0 —4
-5 -1
2.

21
3

—12

9

—2

5

0

1

2

31

6 3

—6 —2

6 1
51
-7 1
—12 -2

9 1
-1 3 0
-3 1 —4
4 8 —4
-1 1 0
3 10 1
21

3

—12

18 —9 —14
6 —3 -5
-3 1 2

R3—>R3+%R1 0 _4

R1 %R_1—3R2

10.

12.

18

3 Ro —)]‘?,_2+4R3

-9
-3
1

10
0

0

—14
)
2

4 21

— = =N W

—_ = = =

0 —3 RggRg 3

1 -2

12
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3.
3 -6 9 3 0 39 3 29
_2 7 _2 R1~>R1+6R3,:R2~>R277R3 _2 O _37 _ ’_2 _37‘ _ 33
0 1 5 0O 1 5
4.
3 6 -9 3 6
0 O —2:2‘_2 1‘:2><(3—|—12):30
-2 1 5
5.
1 -3 0
1 -3 0 -3 0
_9 4 1 Rz*)R2+2R1,:R3*>R3*5R1 O 9 1 RB_’R3:+12*3R2 0 -2 1]_7 _ _17
5 =2 2 0 13 2 0 O o
0.
1 3 1 5 3 1 3 1 5 3 1 3 1 5 3
-2 =70 —4 2 0 -1 2 6 8 0O -1 2 6 8
0 0 1 0 1™y o 10 1™y 0 10 1
0 0 2 1 1 0O 0 211 0O 0 01 -1
0 0 0 1 1 0O 0 01 1 0O 0 01 1
1 3 1 5 3
0 -1 2 6 8
oo~y g 10 1]=-2
0O 0 01 -1
0O 0 0 0 2
7
1 -2 3 1 1 -2 3 1 1 -2
5 -9 6 3 | Re—Ry—5R1, Rs—»Rs+R1, Ra—Rs—2R1 |0 1 =9 —2| RysRy—12R, [0 1
-1 2 -6 -2 o 0O 0 -3 -1 o 0 O
2 8 6 1 0 12 0 -1 0 O
1 -2 3 1
Ri»Ra+36R; [0 1 =9 =21
= oo -3 1|7
0 0 0 -13
8.
-8 4 -3 2 0 8 -7 =2
2 1 —1 —1 R1—R1+4Rs, R4—)£4*R2, R3s—R3+Rs 2 1 —1 —1 R2~>R_2+2R3
-3 -5 4 0 N -1 -4 3 -1 o
2 -4 3 -1 0O -5 4 0
0 8 -7 =2 0 1 -2 =5 0 1 -2 -5
0 =7 5 =3|R—>Ri+R:| 0 =7 5 —3| ResRo+TRi, Ra—~Ra+5Rs | 0 0 -9 -38
-1 -4 3 -1 - -1 -4 3 -1 o -1 -4 3 -1
0 -5 4 0 0 -5 4 0 0 0 -6 —-25
-1 -4 3 -1 1 —2 _5
RQ*}RI, R3:>R2, R1~>R3 0 1 _2 _5 _ O _9 —38 _ _9 _38 o 3
o 0 0 -9 -38 0 —6 —25 o —6 —25|
0 0 —6 —-25

13

-9
-3
108 23



Lecturer: Be. Xiaolu Hou, Ph.D.

10.

11.

12.

1 -1
—2 1
-3 2
2 -1
5 3
15 1
2 2
5 3
2 2
10 -3
12
2 4
2 6
-3 -8
13

R3—R4+R3, R4—R4+2R5

—7
—12

9

1
1

-2

1

Ro—Ro+2R1, R3 —)IE+3R1 , Re—R4—2R;

o O O

N O W

3 R3<>Ry

-2

Ro—Ro+3R3, Ry—R4—2R;

>

Ry—R4+3R; |0

-1
-3
4
-1
3

3
1
8

10

Rs<Ra, Ri—)R4—2R3

0
0

—4
—4

1

S OO O

S OO O

O OO =N

_ o O O N

S W ot Ww

-8

—-13 —4 R3—>R;3—%R2

-8
0

4

3
-7

1
1
1 Rs—Rs—R4, R4—R4—R3
1

1 -1
0 -1
0 O
0 O

(@)
ot

DO | W

-1

)
3

Ro—Ro—2Rq, R3—)R3—2R1;R4—)R4-|—3R17 Rs—Rs5—R1

R3—R3+2R2, R4—R4+4R>

Rs+R3, R4<+R5

)

)

o O o o

S OO N

R3—)R3—R2, Ro—Ro—R1

1

3 R3~>R37R2,_R4*>R4+R2

1

R3—>R3+%R1

4
—4
27

S OO O

S OO O

oS O O Ot

= 35

2
0
2
-2
1

-1
-1

-1
-1
6
—4
4

3
)
2
10
7

0
—4
—12
—14

0
—4
—4

0

1

=20

14
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-4 1 1 1 1 -4 1 1 2 0
1 -1 0 0 0 1 -1 0 0 O
—5tl0 1 -1 0 o|fTRIRly 1 g g o |Rohrh
0 0 1 -1 0 0 0 1 -1 0
o 0 0 1 -1 0o 0 0 1 -1
-4 1 3 0 0 —4 4 0 0 0
1 -1 0 0 O 1 -1 0 0 0
sl 1 -1 o o|foRtRssalg 1 1 g o | BBt
0 0 1 -1 0 0 0 1 -1 0
o 0 0 1 -1 o 0 0 1 -1
00 0 0 0
1 -1 0 0 0
50 1 -1 0 0[=0
0 0 1 -1 0
00 0 1 -1

Question 24. Prove that if a square matrix has two proportional rows or columns, then its
determinant is zero.

Solution. Let A be an n X n square matrix with two proportional rows, say R; = aR; for some
scalar a. Consider performing the row operation:

Ri—>Ri—OcR'
_

A > B.

Since this operation replaces R; with the zero row, the resulting matrix B has a row of zeros.
It is well known that a matrix with a zero row has a determinant of zero, so we conclude that

det(A) = det(B) = 0.

A similar argument holds if A has two proportional columns.

Question 25. Compute the following determinants, given that

a b c
d e f|l=-6
g h 1
d e f g h 1
1.lg h 1 2. |d e f
a b c a b c
3a 3b 3c a+d b+e c+ f
3. |—-d —e —f 4. | =d —e —f
4g 4h 40 g h 7
a+g b+h c+1 a b c
5.1 d e f 6. |d e f
g h 1 2a 2b 2c¢
a b c —3a —3b —3c
7.1 2d 2e 2f 8. d e f
g+3a h+3b 14 3c g—4d h—4e i—4f

15
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Solution.
1.
d e f a b c a b c
g h i|™2M g h i|™E® e fl=-6
a b c d e f g h 1
2.
g h 1 a b c
d e f|ME% ld e fl=6
a b c g h 1
3.
3a 3b 3c RoiR a b ¢ a b c BelR a b c
—d —e —f| "2 3|=d —e —f|E®" _3ld e f| TETV12ld e fl=T72
4g 4h 40 4g 4h 40 4g 4h 4i g h 1
4.
a+d b+e c+f a b ¢ d e f a b c
—-d —-e —f|=|-d —e —f|+|-d —e —f|l=—1]d e f|+0=6
g h 1 g h 1 g h g h 1
D.
a+g b+h c+i a b c g h 1
d e fl=|d e fl+]|d e fl=—64+0=—-6
g h 7 g h i g h 1
6.
a b c
d e fl|=
2a 2b 2c
7.
a b c a b ¢ a b ¢ a b c
2d 2e 2f | =12d 2e 2f|+|2d 2 2f|=2|d e f|+0=-12
g+3a h+3b 1+ 3c g h i 3a 3b 3c g h 1
8.
—3a —3b —3c —3a —3b —3c —3a —3b —3c a b c
d e f |=1d e fl+]d e f1l=-3|d e f|=18
g—4d h—4de 1—A4f g h 0 —4d —4e —4Af g h 1

Question 26. Use row reduction to show that

1
b
b2

1
c
c

Solution.

=(b—a)(c—a)(c—0b)

V)
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1 1 1 1 1
a b Ro—Ro—aR; ,:R3%R37a2R1 O b _a c—a R3—>R3;(a+b)R2
a? b 2 0 b2 —a?® 2—a?

1 1 1

0 b—a c—a =(b—a)((c* —a*) — (c—a)(a+1D))

0 0 (2—da*)—(c—a)(a+D)
=0b—-—a)=(b—a)(c—a)(c+ta—a—b)=(b—a)(c—a)(c—D)

Question 27. Verify the following two formulas and make a conjecture about a general result
of which these results are special cases

0 0 0 au

0 0 ais
0 0 ag ay
1. | 0 agp ax|= —aizaxnas 2. 0 = (14023032041
32 A3z (34

31 Aaz2 ass
aq1 Q42 A43 Q44

Solution.
1.
0 0 as azy asy as3
R1(—>R3
0 agp ag| =" —|0 axp a3l = —azaxnas
azy asy ass3 0 0 as
2.
0 0 0 au (41 Qg2 Q43 Qaq (41 Q42 Q43 Qa4
0 0 23 24| Ri++R4 0 0 23 Q24| R2+>R3 0 azo Q33 A34
0 = - 0 = 0 0 = 14023032041
(32 A3z (34 32 A3z (34 Q23 dg4
A41 Q42 Q43 Q44 0 0 0 ay 0 0 0 au
In general,
0 0 0 A1y,
0 o - ag(n—1) Q2n
. = (—1) Ap1Q(n—1)2 * * * A2(n—1)01n,
Ap1 Qp2 " QApnp-1) 0nn
where

Question 28. Confirm the following identities

ay bl a; + b1 + ay bl C1
1. [05)) bg as + b2 + Co| = |a9 bg Co
as b3 as + b3 + c3 as bg C3
ay + blt ag + th as + b3t a; Qo das
2. alt + bl azt + bg agt + b3 = (1 - t2) b1 bg bg
1 C2 C3 1 C2 C3
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a + b1 ay — bl ap b1 C1
3. (1,2+b2 a2_b2 Co = -2 a9 b2 Co
as + b3 as — b3 as b3 C3
aq b1 + ta1 c1 + Tbl + saq ay ag as
4. Qo b2 + ta2 Co + TbQ + sas| = bl b2 b3
as bg + ta3 c3 + Tbg + sag Ci1 Co2 C3
Solution.
1.
aq b1 ay + bl + 1 ay b1 ay ay b1 b1 ay bl C1 aq bl C1
a9 bg ag + bQ + Co a9 bg Ao | + |Q2 bg bg + a2 bg Co| = (A9 bg Co
az by az+bz+cs az by as az by b3 az by c3 az by c3
2.
a1 + blt as + bgt as + bgt aq a9 as blt bgt bgt
alt + b1 agt + b2 agt + b3 = (Ilt + bl (Igt + bg (Igt + b3 + alt + bl agt + b2 agt + b3
1 C2 C1 C2 C3 C1 C2 C3
aq Qo as a; ag as blt bgt bgt blt bgt bgt
= alt G/Qt agt + bl bg b3 + Cblt agt Clgt + b1 bg
1 C2  C3 €1 C2 C3 &1 G2 C3 1 C2
a; Qao as b1 b2 b3 a; Qas as
= 0+ bl b2 bg + t2 ap az ag|+ 0= (1 — t2) bl b2 bg
&1 C2 C3 €1 C2 Cg &1 C2 C3
3.
ay + b1 ay — b1 C1 ay ay; — b1 C1 b1 a1 — b1 (&1
as+by az—by c ay as —by co|+ |ba az—by co
as + b3 as — bg C3 as asg — b3 C3 b3 as — bg C3
a; a; ay —b1 C1 bl a C b1 —bl C1
as G2 C2| + |G2 —bg Col| + bg as Co| + b2 —bg Co
a3 asz C3 as —bg C3 bg as C3 bg —bg C3
aq bl C1 aq b1 C1 aq b1 C1
0— (05} bQ Co| — (G2 b2 Ca| + 0=-2 (05} b2 Co
as by ¢ as by c3 as by c3
4.
a; by +tay ¢ +1rby + say a; by ¢ +1rby+ say ap tay c; +rb + saq
as by +tag co+1by+ Sas| = |aa by o+ 1by + Ssas| + |ag tas g+ rby + Sas
as by +tas c3+ rb3+ sas az bz c3+4 rbs+ sas az taz c3+ rbs+ sas
aq bl C1 aq bl Tbl aq bl Saq
= as bg Co| + |Gz bg T‘bQ + (a9 b2 Sas| + 0
as b3 C3 as b3 T’bg as b3 Sas
ai bl C1 a; ag asg
= (05} bQ Cy| = bl b2 bg
az by ¢ &1 C2 C3
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Question 29. For the following matrices, show that det(A) = 0 without explicitly computing
the determinant.

o8 1 4 4 1 1 1 1
s o s 1 -4 1 1 1
1. A= 2.4=11 1 -4 1 1
1 10 6 5
L6 4 1 1 1 -4 1
1 1 1 1 -4
Solution.
1.
0 0 0 0
R1—Ri1+Ro—R3 3 2 5 1
det(A) = 1 10 6 5
4 —6 4 -3
2,
00 0 0 0
1 -4 1 1 1
det(A) Moftfatlorfutfio 1 g 1 1] =0
1 1 1 -4 1
1 1 1 1 -4

Question 30. It can be proved that if a square matrix M can be partitioned into block

triangular form as
A 0 A C
M_<C B) or M_<O B)

where A and B are square matrices, then
det(M) = det(A) det(B).

Use this result to compute the determinants of the following matrices:

1 2 0] 8 6 -9 L2 0l0 0
2 504 7 5
1326 9 -2 012100
1. M = 2. M=10 0 1|0 0
0 00| 3 0 O
00 01 2
0O 00l 2 1 o0 5 0 0lo 1
0 0 0|-3 8 —4
Solution.
1.
1 20|13 0 0 1 9 3 0
det((M)=12 5 0[|2 1 0|= 5 5|2| 5 1|—4| =2x(—12)=-24
-1 3 2[|-3 &8 —4
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Question 31. Given A € M,,»,,. Let B be the matrix that results when the rows of A are
written in reverse order. Formulate a statement that describes the relationship between det(A)

and det(B).

Solution. Reversing the rows of A can be seen as performing a sequence of row swaps. Specifi-
cally, we swap:

o The first row with the last row,
e The second row with the second-last row,
e And so on.

Thus, we can obtain B from A by repeatedly applying the row operation that swaps two
rows. The number of such operations needed is

We have

Question 32. Find the determinant of the following matrix.

a b b b
b a b b
b b a b
b b b a
Solution.
a b b b a—b b—a 0 0 1 -1 0 0
b a b b|Ri+Ri~Ry, Ro+Ry—Rs, Ra—»Rs~Rs | 0  a—0b b—a 0 — (a—b)? 0 1 -1 0
b b a b o 0 0 a—b b— 0 0 1 -1
b b b a b b b a b b b a
1 -1 0 0 1 -1 0 0 1 -1 0 0
Ri—R4—bRy 3 0 1 1 0] 3 0O 1 -1 3 0 1 1 0
N C ) B S S R Bl C . 1 S R el C ek P S S
0 26 b «a 0 0 3b a 0 0 0 a+3b

= (a—b)*(a+ 3b)

Question 33. Determine whether the given matrix is invertible by calculating its determinant.
If the matrix is invertible, compute its inverse using the adjugate method.
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5 6 cosf —sinf
LoA= (—3 —4) 2. A= (sin@ COSG)
—-12 7 =27 —20 106
3. A= 4 -1 2 4. A= —11 =37
3 2 =8 —32
2 5 5 4 2 8
5 A=|-1 -1 0 6. A= 2 1
2 4 3 1
2 0 3 1
7.A=10 3 2 8. A=19
-2 0 —4 8 9
2 =3 5 -3 01
9. A=10 1 =3 10 A= 5 0 6
0 0 2 8 0 3
2 0 0 V2 =7 0
1. A=[8 10 12. A= [3v2 —=3V7 0
-5 3 6 5 -9 0
2 0 3
13. A= 0 3 2
-1 0 —4
Solution.
1. det(A) = -2
4 —6 ? i
. (= — —1
adJ(A)_(3 5), A 3 5
2 2
2. det(A) =1
. [ cos@ sinf 4 [ cosf sind
adj (A) = (— sinf cos 9) , AT = (— sinf cos 6’)
3. det(A) = —79
_4 _2 13
12 -3 ;g 17797 ;Z
adj (A)= |38 177 -84|, A'l=|-= —— =
11 45 16
79 79 79
4. det(A) =0
5. det(A) = —1
-3 5 5 3 -5 =5
adj(A)=13 -4 —-5|, A'=|-3 4 5
-2 2 3 2 -2 =3
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6. det(A) =0
7. det(A) = —6

adj (4) =
8. det(A) = —124
—35
adj (A) = | 41
89
9. det(A) =4
adj (4)
10. det(A) =0
11. det(A) =12
adj (4) =
12. det(A) =0
13. det(A) = 15
adj (A) =

-9

-9

29

—12
-2

3

0
-2
0

-1
—13
-1

0

)

0

-9
—4
6

0 0
—48 12 0
-6 2

-9
—4

6

At =

> o 2

2 1 3

3 3 3

-1 0 -1
3 9 1
124 124 124
a1 713
124 124 124

89 9 1

124 124 124

DO | —
DO | W
—_

N — DN W

—_
[\

N —
=

)

4
)
2

—_
o Wl
G| oo

ol o Ot

5
1
3

Question 34. Evaluate the determinant of the given matrix by

(a) cofactor expansion

(b) row operations
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0
-1
-3

2

—1
-3
-1
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-2

1
-3
-1
-1

A:

2.

(a) Cofactor expansion along the fourth column

1.

Solution.

ADM

—32

=31 5
—13 4

0
0 O
0

-1
0

1 -1 =3
0

99

—-31 5
-5

—13 4

0
0

0
-1
0
0

0 0
-1 -3
1 —1]

1
1 %32+ (—1) x (—27)

—6

-2
-1
-1

0
0

29

det(A) = (—2) x 12+ (~1) x 8
—2
-3

det(A)

—2
-1
—1
0
-1

1

0

-1

-3 2

2
1

—1
—6
-2

—31

0

1
0

(a) Cofactor expansion along the first row

2.

=0
23

0 0 -1 0
0 0 0 =10

0 0 -1 0 0
0 0 0 =10

det(A) = (—1) x 0 =0

99
0

31
-1 0

0

-1
0

0 O
0

(a) Cofactor expansion along the second row
Al =

3.
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4. (a) Cofactor expansion along the third row

det(A) =1x44+(-1)x (=1)=5

(b)

1 6 -1 0 -1, |1 0 -1 0 -1 1 0 -1 0 -1
0 -1 -1 0 =2 0 -1 -1 0 =2 0 -1 -1 0 =2

|[Al =0 0 1T 0 O|=/0 0O 1 O O|=|0 0 1 0 O
01 1 1 0 o 0 0 1 =2 0o 0 0 1 =2
0 1 0 -1 -1 0o 0 -1 -1 =3 o 0 0 -1 -3
1 0 -1 0 -1
0 -1 -1 0 -2

=10 0 1 0 0}=5

0 0 0 1 -2
0 0 0 0 =5

Question 35. Solve the following systems of equations using (if possible)
(a) the inverse of the coefficient matrix computed via the adjugate method

(b) Cramer’s rule

1. 2.
71’1—21’2 =3 —91'—4y = 3
35[’1+Z‘2 = 5 —73:—1—53/ = —10
3. 4
2r+3y = 4 10z —Ty = —12
20 +2y = 4 122 — 11y = 5
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5. 6.
dor—>Hy = 7 —r—3y = 4
2r—3y = 6 —8r+4y = 3
7. 8.
2x+5y T+ 29 +2r3 = 8
de+y = 3 —r1— 215+ 33 = 1
3371 — 7132 + 4.133 = 10
9. 10.
—2rx+y—4z = -8 dr +dy = 2
—4dy+2z = 3 e +y+2z =
dr —z = -8 r+dy+2z =1
11. 12.
2+ 3y +22 = -2 r—4y+z = 6
—r—3y—8z = =2 dr —y+22z = —1
—3r+2y—Tz = 2 20 +2y —3z = —20
13. 14.
ZL’1—3$2+I3 = 4 3ZE1—I2+$3 = 4
2331 — Ty = —2 —x1 + 733'2 — 3{E3 =
4[L‘1 —31'3 =0 2[L‘1+6[L‘2—$3 = )
15. 16.
201 + 229 + 223 = 0 —x1 — 4+ 223 +24 = —32
—2[E1 + 5[[‘2 + 21‘3 == 2[)31 — To + 7.173 + 91E4 = 14
81’1—|—.§C2+4SL’3 = -1 —$1+$2+3SL’3+$4 = 11
1'1—2$2+£L‘3—4[L’4 = —4
17.
r—y+2z—w = -1
20 4y — 22 2w = -2
—r4+2y—4z—-2w = 1
3x — 3w -3
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Solution.

1. (a) The coefficient matrix, its adjugate, and inverse are

12
(7 =2 (12 L | 1B 13
A_<3 1)’ adJ(A)‘(—:% 7)’ A= s 7

13 13

The solution of the linear system is (1, 2).

(b)
det(A) =13, det(A;) =13, det(Ay) =26

The solution for the linear system is given by

13 26
— | =1(1, 2).
(13, 13) )

2. (a) The coefficient matrix, its adjugate, and inverse are

5 4
(-9 -4 o (5 4 L | T
() () e

7373

The solution of the linear system is §, _1 .
73 73
(b)

det(A) = =73, det(A;) = =25, det(A4y) =111

The solution of the linear system is (2—5, —E) .
73 73

3. (a) The coefficient matrix, its adjugate, and inverse are

3
(2 3 : (2 =3 o [-1 =
A_<2 2)’ adJ(A)_(—Q 2)’ 8 _<1 —21)
The solution of the linear system is (2, O) .

(b)
det(A) = =2, det(A;) = —4, det(Ay) =0

The solution of the linear system is (2, O) .

4. (a) The coefficient matrix, its adjugate, and inverse are

11 7
(=10 -7 o (11T | 194 194
A‘<12 —11)’ adJ(A)_(—m —10)’ A= s
9797
The solution of the linear system is ﬁ, a7 .
194" 97

26



ADM Lecturer: Be. Xiaolu Hou, Ph.D.

(b)
det(A) =194, det(A;) =167, det(Ay) = 94

167 47)

The solution of the linear system is | —, —
194" 97

5. (a) The coefficient matrix, its adjugate, and inverse are

S
(5 =5 : (=35 1|5
A= (2 _3), adj (A) = (_2 5), A = 5
S
5
: : : 9 16
The solution of the linear system is (_5’ —3) .
(b)
det(A) = =5, det(A;) =9, det(Ay) = 16.
. . . 9 16
The solution of the linear system is (—5, _?) .
6. (a) The coefficient matrix, its adjugate, and inverse are
1 3
(-1 -3 oo (43 a7 28
7 28
The solution of the linear system is —§, 229 .
28 28
(b)
det(A) = —28, det(A;) =25, det(Ay) = 29.
The solution of the linear system is —§, _29 .
28 28
7. (a) The coefficient matrix, its adjugate, and inverse are
1 5
(25 o (1 =5 | 18 18
A_(4 1)’ ad?’(A)_(—zL 2)’ A=
9 9

(b)
det(A) = —18, det(A;) = —11, det(Ay) =—-10

The solution of the linear system is (1—;7 g) .

8. (a) The coefficient matrix, its adjugate, and inverse are

1 9 7

11 2 13 —18 7 1o 52
A=[-1 —2 3], ajy=[13 —2 5], ar=|L L _5
3 -7 4 13 10 -1 4 26 52

1 5 1
1 26 52
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(b)
det(A) =52, det(A;) =156, det(Ay) =052, det(As)= 104.
The solution of the linear system is (3, 1, 2).
9. (a) The coefficient matrix, its adjugate, and inverse are
1 1 15
-2 1 -4 4 1 -—15 117 698 681
A=[0 -4 1], adjA)=14 18 2 |, Al=|-= —= ——
40 -1 6 4 8 Ir 34 34
4 1 2
17 17 17
(b)
det(A) = —68, det(A;) =91, det(Ay) =6, det(As)= —180
The solution of the linear system is —%, —3, ] .
68 34" 17
10. (a) The coefficient matrix, its adjugate, and inverse are
2 5 5
4 5 0 -8 —10 10 353 62 266
A=111 1 2|, adj(d)=[-20 8 8], A== = =
15 2 54 —15 —51 333333
9 5 17
22 44 44
(b)
det(A) = —132, det(A;) = =36, det(Az) = —24, det(A;) = 12.
The solution of the linear system is 3, 3, 1 .
117 11 11
11. (a) The coefficient matrix, its adjugate, and inverse are
37 25
2 3 2 37 25 —18 11073 10:
A=[-1 -3 =8|, adjA)=| 17 -8 14|, A'l=] — ——
-3 2 -7 ~11 —13 -3 103103
11 13
103 103
(b)
det(A) =103, det(A;) = —160, det(Ay) =10, det(A3) = 42.
The solution of the linear system is (—@, ﬂ, 2)
103~ 103" 103
12. (a) The coefficient matrix, its adjugate, and inverse are
1 2 7
1 -4 1 -1 -10 -7 5156 111 52
A=1[4 -1 2], adj)=|16 -5 2|, Al=|-= — =
2 2 -3 10 —10 15 55 1155
2 3
11 11 11

28

18
103
14

103

103
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(b)
det(A) = =55, det(Ay) =144, det(Ay) =61, det(As) = —230,

144 61 46>

The solution of the linear system is | ——, ——, —
55 55" 11

13. (a) The coefficient matrix, its adjugate, and inverse are

39 1
11 11 11
1 -3 1 3 -9 1 6 7 5
A=(2 -1 0|, adj(d)=[6 -7 2|, Al=|-—= — —-=
4 0 -3 4 ~12 5 11 11 11
4 12 5
11 11 11
(b)
det(A) = —11, det(A;) =30, det(Ay) =38, det(A3) =40
The solution of the linear system is —@, —§, _ &0 .
11 11 11

14. (a) The coefficient matrix, its adjugate, and inverse are

11 1 1

3 —1 1 11 5 —4 20 4 5
A=|-1 7 =3|, adjA)=|-7 -5 8|, at=| 7 1 2
2 6 —1 20 —20 20 20 4 5

1 -1 1

det(A) =20, det(A;) =29, det(Ay) =7, det(As)=0.
. . (29 7
The solution of the linear system is 30" 207 0).

15. The coefficient matrix is

[\]

det(A) = 0.

)

NN

o

I

|
* o
= Ot N

16. (a) The coefficient matrix, its adjugate, and inverse are

1 -4 2 1 90 —63 117 —90
29 -1 7 9 . 83 3 —66 11
A=11 1 3 1 | dA=] g 5 93 551
1 -2 1 —4 ~17 —21 39 64
0 7 1310
A7 47 A7 A7
83 1 22 11
At | 423141 141 423

8 5 31 55
423 141 141 423
177 13 64

423 141 141 423
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det(A) = —423, det(A;) = —2115, det(Ay) = —3384,
The solution of the linear system is (5, 8, 3, —1) :

17. The coefficient matrix is

2 1 =2 =2
A= 1 9 4 —9]> det(A) = 0.
3 0 0 =3

30



