
ADM Lecturer: Bc. Xiaolu Hou, Ph.D.

Tutorial 3

Solving linear systems and Gauss–Jordan elimination

Question 1. Determine whether the following equations are linear
1. x1 − 3x2 −

√
2x3 = 2 2. x1 + 3x2 − 2x1x2 = x1

3. x1 = 5x2 − 3x3 4. x
1/2
1 − 2x2 + x1 = 1

5. x2
1 + x2 + 8x3 = 5 6. πx1 −

√
2x2 = 31/3

7. 21/3x+
√
3y = 1 8. cos

(π
7

)
x− 4y = log 3

9. xy = 3 10. 2x1/3 + 3
√
y = 1

11.
π

7
cosx− 4y = 0 12. y + 5 = 2x+ 42

13. 2x1 − x2 =
√

x2
1

Solution. The linear equations are 1, 3, 6, 7, 8, 12.

Question 2. Find the system of linear equations whose augmented matrix has the following
form

1.

2 0 −1
3 2 0
0 1 2

 2.


3 0 2
1 −5 0
0 1 2
2 −4 3



3.

[
0 3 −1 −1
2 3 0 −5

]
4.


3 0 0 1 −4
3 0 2 1 7
−1 3 0 −2 4
0 0 −1 2 1


Solution.
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1.

2x1 = −1

3x1 + 2x2 = 0

x2 = 2

2.

3x1 = 2

x1 − 5x2 = 0

x2 = 2

2x1 − 4x2 = 3

3.

3x2 − x3 = −1

2x1 + 3x2 = −5

4.

3x1 + x4 = −4

3x1 + 2x3 + x4 = 7

−x1 + 3x2 − 2x4 = 4

−x3 + 2x4 = 1

Question 3. Find the augmented matrix for the following linear system
1.

−2x1 = 6

3x1 = 8

9x1 = −3

2.

6x1 − x2 + 3x3 = 4

5x2 − x3 = 1

3.

2x2 − 3x4 + x5 = 0

−3x1 − x2 − x3 = −1

6x1 + 2x2 − x3 + 2x4 − 3x5 = 6

4.

3x1 − 2x2 = −1

4x1 + 5x2 = 3

7x1 + 3x2 = 2

5.

2x1 + 2x3 = 1

3x1 − x2 + 4x3 = 7

6x1 − x2 − x3 = 0

6.

x1 = 1

x2 = 2

x3 = 3

Solution.

1.

−2 6
3 8
9 −3

 2.

[
6 −1 3 4
0 5 −1 1

]
3.

 0 2 0 −3 1 0
−3 −1 −1 0 0 −1
6 2 −1 2 −3 6



4.

3 −2 −1
4 5 3
7 3 2

 5.

2 0 2 1
3 −1 4 7
6 −1 −1 0

 6.

1 0 0 1
0 1 0 2
0 0 1 3



Question 4. Determine which of the following ordered triples is a solution to the given linear
system

2x1 − 4x2 − x3 = 1

x1 − 3x2 + x3 = 1

3x1 − 5x2 − 3x3 = 1
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1. (3, 1, 1) 2. (3,−1, 1) 3. (13, 5, 2)

4.

(
13

2
,
5

2
, 2

)
5. (17, 7, 5)

Solution.

1. Let x1 = 3, x2 = 1, x3 = 1, we get

2x1 − 4x2 − x3 = 1, x1 − 3x2 + x3 = 1, 3x1 − 5x2 − 3x3 = 1.

(3, 1, 1) is a solution to the given linear system.

2. Let x1 = 3, x2 = −1, x3 = 1, we get

2x1 − 4x2 − x3 = 9.

(3,−1, 1) is not a solution to the given linear system.

3. Let x1 = 13, x2 = 5, x3 = 2, we get

2x1 − 4x2 − x3 = 4.

(13, 5, 2) is not a solution to the given linear system.

4. Let x1 = 13/2, x2 = 5/2, x3 = 2, we get

2x1 − 4x2 − x3 = 1, x1 − 3x2 + x3 = 1, 3x1 − 5x2 − 3x3 = 1.(
13

2
,
5

2
, 2

)
is a solution to the given linear system.

5. Let x1 = 17, x2 = 7, x3 = 5, we get

2x1 − 4x2 − x3 = 1, x1 − 3x2 + x3 = 1, 3x1 − 5x2 − 3x3 = −11

2
.

(17, 7, 5) is not a solution to the given linear system.

Question 5. Solve each of the following systems of linear equations. In each case, indicate
whether the system has one solution, infinitely many solutions, or no solutions. Give the
complete solution set.

1.

3x− 2y = 4

6x− 4y = 9

2.

2x− 4y = 1

4x− 8y = 2

3.

x− 2y = 0

x− 4y = 8

Solution.

1. Add −2× the first equation to the second equation gives

3x− 2y = 4

0 = 1,

a contradiction. This linear system has no solutions.
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2. Add −2× the first equation to the second equation gives

2x− 4y = 1

0 = 0

This system has infinitely many solutions. The solution set is given by{(
1

2
+ 2t, t

) ∣∣∣∣ t ∈ R
}

3. Add −1× the first equation to the second equation gives

x− 2y = 0

−2y = 8

We have
y = −4, x = −8.

The system has the unique solution (−8,−4).

Question 6. Find the solution set of the following linear system.

1. 7x− 5y = 3 2. x+ 10y = 3
3. x1 − 5x2 + 2x3 = −1 4. 3x1 − 5x2 + 4x3 = 7
5. −8x1 + 2x2 − 5x3 + 6x4 = 1 6. 4x1 + 2x2 − 3x3 − x4 = 2
7. 3v − 8w + 2x− y + 4z = 0 8. v + w + x− 5y + 7z = 0

Solution.

1.

{(
7

3
+

5

7
t, t

) ∣∣∣∣ t ∈ R
}

2. { (3− 10t, t) | t ∈ R }

3. { (−1 + 5t− 2s, t, s) | t, s ∈ R } 4.

{(
7

3
+

5

3
t− 4

3
s, t, s

) ∣∣∣∣ t, s ∈ R
}

5.

{(
−1

8
+

3

4
r − 5

8
s+

1

4
t, t, s, r

) ∣∣∣∣ t, s, r ∈ R
}

6.

{(
1

4
+

1

4
r +

3

4
s− 1

2
t, t, s, r

) ∣∣∣∣ t, s, r ∈ R
}

7.

{(
−4

3
r +

1

3
s− 2

3
t+

8

3
u, u, t, s, r

) ∣∣∣∣ u, t, s, r ∈ R
}

8. { (−7r + 5s− t− u, u, t, s, r) | u, t, s, r ∈ R }

Question 7. Find the solution set for the given linear system.
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1.

2x− 3y = 1

6x− 9y = 3

2.

6x1 + 2x2 = −8

3x1 + x2 = −4

3.

x1 + 3x2 − x3 = −4

3x1 + 9x2 − 3x3 = −12

−x1 − 3x2 + x3 = 4

4.

2x− y + 2z = −4

6x− 3y + 6z = −12

−4x+ 2y − 4z = 8

Solution.

1. Add −3× the first equation to the second gives

2x− 3y = 1

0 = 0.

The solution set is given by {(
1

2
+

3

2
t, t

) ∣∣∣∣ t ∈ R
}
.

2. Add −2× the second equation to the first gives

0 = 0

3x1 + x2 = −4.

The solution set is given by {(
−4

3
− 1

3
t, t

) ∣∣∣∣ t ∈ R
}
.

3. Add the first equation to the third equation and add −3× the first equation to the second
equation, gives

x1 + 3x2 − x3 = −4

0 = 0

0 = 0.

The solution set is given by

{ (−4 + s− 3t, t, s) | t, s ∈ R } .

4. Add 2× the first equation to the third equation, and add −3× the first equation to the
second equation, gives

2x− y + 2z = −4

0 = 0

0 = 0.

The solution set is given by{(
−2− 1s+

t

2
, t, s

) ∣∣∣∣ t, s ∈ R
}
.
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Question 8. Find an elementary row operation that will create a leading 1 in the top left
corner of the given matrix without introducing fractions in its first row.

1.

−3 −1 2 4
2 −3 3 2
0 2 −3 1

 2.

0 −1 −5 0
2 −6 3 2
1 4 −3 3



3.

 2 4 −6 8
7 1 4 3
−5 4 2 7

 4.

 7 −4 −2 2
3 −1 8 1
−6 3 −1 4


Solution.

1. Add 2× the second row to the first row

2. Add the third row to the first row

3. Add the third row to 3× the first row

4. Add the third row to the first row

Question 9. Determine whether the following matrices are in row echelon form and which are
in reduced row echelon form.

1.

1 0 0
0 1 0
0 0 1

 2.

1 0 0
0 1 0
0 0 0

 3.

0 1 0
0 0 1
0 0 0



4.

1 2 0
0 1 0
0 0 0

 5.

1 0 0
0 1 0
0 2 0

 6.

1 3 4
0 1 1
0 0 0



7.

[
1 0 3 1
0 1 2 4

]
8.

[
1 −2 0 1
0 0 1 −2

]
9.

1 5 −3
0 1 1
0 0 0


10.

[
0 0
0 0

]
11.

[
1 −7 5 5
0 1 3 2

]
12.

[
1 2 3
0 0 0

]

13.

1 2 0 3 0
0 0 1 1 0
0 0 0 1

 14.

1 2 3 4 5
1 0 7 1 3
0 0 0 1



Solution.

• Row echelon form: 1, 2, 3, 4, 6, 7, 8, 9, 10, 11, 12, 13

• Reduced row echelon form: 1, 2, 3, 7, 8, 10, 12
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For Questions 10 – 13 do the following
Suppose that each of the following is the augmented matrix for a linear system. Use the
Gauss-Jordan elimination method to convert each matrix to the reduced row echelon form and
give the complete solution set for the corresponding system of linear equations if the system is
consistent.

Question 10.

1.

1 −3 4 7
0 1 2 2
0 0 1 5

 2.

1 −3 0 0
0 0 1 0
0 0 0 1



3.

1 0 0 −3
0 1 0 0
0 0 1 7

 4.

1 0 0 −3
0 1 0 0
0 0 1 8



5.

1 −4 0 0
0 0 1 0
0 0 2 0

 6.

1 0 0 3
0 2 0 −2
0 0 3 0



Solution.

1. By the Gauss-Jordan elimination1 −3 4 7
0 1 2 2
0 0 1 5

 R1+3R2−−−−→

1 0 10 13
0 1 2 2
0 0 1 5

 R2−2R3−−−−−→
R1−10R3

1 0 0 −37
0 1 0 −8
0 0 1 5


The unique solution of the corresponding linear system is (−37, −8, 5).

2. The matrix is already in the reduced row echelon form and the linear system has no
solutions.

3. The matrix is already in the reduced row echelon form and the solution is (−3, 0, 7).

4. The matrix is already in the reduced row echelon form and the solution is (−3, 0, 8).

5. By the Gauss-Jordan elimination1 −4 0 0
0 0 1 0
0 0 2 0

 R3−2R2−−−−→

1 −4 0 0
0 0 1 0
0 0 0 0


The solution set is

{ (4t, t, 0) | t ∈ R } .

6. By the Gauss-Jordan elimination1 0 0 3
0 2 0 −2
0 0 3 0

 1
3
R3−−→

1
2
R2

1 0 0 3
0 1 0 −1
0 0 1 0


The system has no solutions.
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Question 11.

1.

1 0 8 −5 6
0 1 4 −9 3
0 0 1 1 2

 2.

1 0 0 −7 8
0 1 0 3 2
0 0 1 1 −5



3.

1 −2 0 −2 3
0 0 1 5 4
0 0 0 0 1

 4.

 5 20 −18 −11
3 12 −14 3
−4 −16 13 13



Solution.

1. The solution set is given by

{ (13t− 10, 13t− 5, 2− t, t) | t ∈ R }

2. The solution set is given by

{ (7t+ 8, 2− 3t, −t− 5, t) | t ∈ R }

3. The linear system has no solutions.

4. The solution set is given by

{ (−4t− 13, t, −3) | t ∈ R }

Question 12.

1.


1 −6 0 0 3 −2
0 0 1 0 4 7
0 0 0 1 5 8
0 0 0 0 0 0

 2.


−2 1 1 15
6 −1 −2 −36
1 −1 −1 −11
−5 −5 −5 −14



3.


1 7 −2 0 −8 −3
0 0 1 1 6 5
0 0 0 1 3 9
0 0 0 0 0 0

 4.


−5 10 −19 −17 20
−3 6 −11 −11 14
−7 14 −26 −25 31
9 −18 34 31 −37



5.


2 −5 −20
0 2 7
1 −5 −19
−5 16 64
3 9 −36

 6.


−2 1 −1 −1 3
3 1 −4 −2 −4
7 1 −6 −2 −3
−8 −1 6 2 3
−3 0 2 1 2


7.

[
−3 6 −1 −5 0 −5
−1 2 3 −5 10 5

]
Solution.
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1. The reduced row echelon form of the augmented matrix is:1 −6 0 0 3 −2
0 0 1 0 4 7
0 0 0 1 5 8


The solution set is

{ (6s− 3t− 2, s, 7− 4t, 8− 5t, t) | s, t ∈ R }

2. The reduced row echelon form of the augmented matrix is:
1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


The linear system is inconsistent.

3. The reduced row echelon form of the augmented matrix is:
1 7 0 0 −2 −11
0 0 1 0 3 −4
0 0 0 1 3 9
0 0 0 0 0 0


The solution set is

{ (−7s+ 2t− 11, s, −3t− 4, 9− 3t, t) | s, t ∈ R }

4. The reduced row echelon form of the augmented matrix is:
1 −2 0 11 −23
0 0 1 −2 5
0 0 0 0 0
0 0 0 0 0


The solution set is

{ (2s− 11t− 23, s, 2t+ 5, 9− 3t, t) | s, t ∈ R }

5. The reduced row echelon form of the augmented matrix is:
1 0 0
0 1 0
0 0 1
0 0 0
0 0 0


The linear system is inconsistent.

6. The reduced row echelon form of the augmented matrix is:
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 1


The linear system is inconsistent.
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7. The reduced row echelon form of the augmented matrix is:[
1 −2 0 2 −1 1
0 0 1 −1 3 2

]
The solution set is

{ (2r − 2s+ t+ 1, r, s− 3t+ 2, s, t) | r, s, t ∈ R }

For Questions 13 – 17 do the following
Solve the following linear systems using Gauss–Jordan elimination or Gaussian elimination. In
each case, indicate whether the system is consistent or inconsistent. Give the complete solution
set if the system is consistent.

Question 13.

1.

x1 + x2 + 2x3 = 8

−x1 − 2x2 + 3x3 = 1

3x1 − 7x2 + 4x3 = 10

2.

2x1 + 2x2 + 2x3 = 0

−2x1 + 5x2 + 2x3 = 1

8x1 + x2 + 4x3 = −1

3.

x− y + 2z − w = −1

2x+ y − 2z − 2w = −2

−x+ 2y − 4z − 2w = 1

3x− 3w = −3

4.

−2b+ 3c = 1

3a+ 6b− 3c = −2

6a+ 6b+ 3c = 5

Solution.

1. The augmented matrix for the linear system is 1 1 2 8
−1 −2 3 1
3 −7 4 10


By Gauss–Jordan elimination, the reduced row echelon form of the matrix is1 0 0 3

0 1 0 1
0 0 1 2


The unique solution is given by (3, 1, 2).

2. The augmented matrix for the linear system is 2 2 2 0
−2 5 2 1
8 1 4 −1


10
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By Gauss–Jordan elimination, the reduced row echelon form of the matrix is
1 0

3

7
−1

7

0 1
4

7

1

7
0 0 0 0

 .

The solution set is given by{(
−3t

7
− 1

7
,
1

7
− 4t

7
, t

) ∣∣∣∣ t ∈ R
}

3. By Gauss–Jordan elimination, the reduced row echelon form of the augmented matrix is
1 0 0 0 −1
0 1 −2 0 0
0 0 0 1 0
0 0 0 0 0


The solution set is given by

{ (−1, 2t, t, 0) | t ∈ R } .

4. By Gauss–Jordan elimination, the reduced row echelon form of the augmented matrix is1 0 2 0
0 1 −3

2
0

0 0 0 1


The linear system has no solutions.

Question 14.

1.

5x1 − 5x2 − 15x3 = 40

4x1 − 2x2 − 6x3 = 19

3x1 − 6x2 − 17x3 = 41

2.

x1 + 3x2 − x3 = 0

x2 − 8x3 = 0

4x3 = 0

3.

2x1 + x2 + 3x3 = 0

x1 + 2x2 = 0

x2 + x3 = 0

4.

2x− y − 3z = 0

−x+ 2y − 3z = 0

x+ y + 4z = 0

Solution.
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1. By Gauss–Jordan elimination, the reduced row echelon form of the augmented matrix is
1 0 0

49

30

0 1 0 − 1

15

0 0 1 −21

10


The unique solution is given by (

49

30
, − 1

15
, −21

10

)
2. By Gauss–Jordan elimination, the reduced row echelon form of the augmented matrix is1 0 0 0

0 1 0 0
0 0 1 0


The system only has the trivial solution (0, 0, 0).

3. By Gauss–Jordan elimination, the reduced row echelon form of the augmented matrix is1 0 0 0
0 1 0 0
0 0 1 0


The system only has the trivial solution (0, 0, 0).

4. By Gauss–Jordan elimination, the reduced row echelon form of the augmented matrix is1 0 0 0
0 1 0 0
0 0 1 0


The system only has the trivial solution (0, 0, 0).

Question 15.

1.

−2x1 + x2 + 8x3 = 0

7x1 − 2x2 − 22x3 = 0

3x1 − x2 − 10x3 = 0

2.

5x1 − 2x3 = 0

−15x1 − 16x2 − 9x3 = 0

10x1 + 12x2 + 7x3 = 0

Solution.

1. By Gauss–Jordan elimination, the reduced row echelon form of the augmented matrix is1 0 −2 0
0 1 4 0
0 0 0 0


The solution set is given by

{ (2t, −4t, t) | t ∈ R } .
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2. By Gauss–Jordan elimination, the reduced row echelon form of the augmented matrix is1 0 0 0
0 1 0 0
0 0 1 0


The system only has the trivial solution (0, 0, 0).

Question 16.

1.

2x1 − 3x2 + 4x3 − x4 = 0

7x1 + x2 − 8x3 + 9x4 = 0

2x1 + 8x2 + x3 − x4 = 0

2.

−2x1 − 3x2 + 2x3 − 13x4 = 0

−4x1 − 7x2 + 4x3 − 29x4 = 0

+x1 + 2x2 − x3 + 8x4 = 0

3.

v + 3w − 2x = 0

2u+ v − 4w + 3x = 0

2u+ 3v + 2w − x = 0

−4u− 3v + 5w − 4x = 0

4.

2x+ 2y + 4z = 0

w − y − 3z = 0

2w + 3x+ y + z = 0

−2w + x+ 3y − 2z = 0

5.

3x1 + x2 + x3 + x4 = 0

5x1 − x2 + x3 − x4 = 0

6.

2x1 + 6x2 + 13x3 + x4 = 0

x1 + 4x2 + 10x3 + x4 = 0

2x1 + 8x2 + 20x3 + x4 = 0

3x1 + 10x2 + 21x3 + 2x4 = 0

7.

2x1 − 6x2 + 3x3 − 21x4 = 0

4x1 − 5x2 + 2x3 − 24x4 = 0

−x1 + 3x2 − x3 + 10x4 = 0

−2x1 + 3x2 − x3 + 13x4 = 0

Solution.

1. By Gauss–Jordan elimination, the reduced row echelon form of the augmented matrix is
1 0 0

46

83
0

0 1 0 −15

83
0

0 0 1 −55

83
0


13
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The solution set is given by{(
−46x4

83
,
15x4

83
,
55t

83
, t

) ∣∣∣∣ t ∈ R
}
.

2. By Gauss–Jordan elimination, the reduced row echelon form of the augmented matrix is1 0 −1 2 0
0 1 0 3 0
0 0 0 0 0


The solution set is given by

{ (s− 2t, −3t, s, t) | s, t ∈ R } .

3. The reduced row echelon form of the augmented matrix is
1 0 −7

2
5
2

0
0 1 3 −2 0
0 0 0 0 0
0 0 0 0 0


The solution set is given by{(

7s

2
− 5t

2
, −3t+ 2s, s, t

) ∣∣∣∣ s, t ∈ R
}
.

4. The reduced row echelon form of the augmented matrix is
1 0 −1 0 0
0 1 1 0 0
0 0 0 1 0
0 0 0 0 0


The solution set is given by

{ (t, −t, t, 0) | t ∈ R } .

5. The reduced row echelon form of the augmented matrix is1 0
1

4
0 0

0 1
1

4
1 0


The solution set is given by{ (

−s

4
, −s

4
− t, −t, s, t

) ∣∣∣ s, t ∈ R
}
.

6. The reduced row echelon form of the augmented matrix is
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0


The system only has the trivial solution (0, 0, 0, 0).
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7. The reduced row echelon form of the augmented matrix is
1 0 0 −3 0
0 1 0 2 0
0 0 1 −1 0
0 0 0 0 0


The solution set is given by

{ (3t, −2t, t, t) | t ∈ R } .

Question 17.

1.

x1 + 3x2 + x4 = 0

x1 + 4x2 + 2x3 = 0

−2x2 − 2x3 − x4 = 0

2x1 − 4x2 + x3 + x4 = 0

x1 − 2x2 − x3 + x4 = 0

2.

x3 + x4 + x5 = 0

−x1 − x2 + 2x3 − 3x4 + x5 = 0

x1 + x2 − 2x3 − x5 = 0

2x1 + 2x2 − x3 + x5 = 0

3.

2x1 + 4x2 − x3 + 5x4 + 2x5 = 0

3x1 + 3x2 − x3 + 3x4 = 0

−5x1 − 6x2 + 2x3 − 6x4 − x5 = 0

4.

7x1 + 28x2 + 4x3 − 2x4 + 10x5 + 19x6 = 0

−9x1 − 36x2 − 5x3 + 3x4 − 15x5 − 29x6 = 0

3x1 + 12x2 + 2x3 + 6x5 + 11x6 = 0

6x1 + 24x2 + 3x3 − 3x4 + 10x5 + 20x6 = 0

Solution.

1. The reduced row echelon form of the augmented matrix is
1 0 0 0 0
0 1 0 0 0
0 0 1 0 0
0 0 0 1 0
0 0 0 0 0


The system only has the trivial solution (0, 0, 0, 0).

2. The reduced row echelon form of the augmented matrix is
1 1 0 0 1 0
0 0 1 0 1 0
0 0 0 1 0 0
0 0 0 0 0 0


The solution set is given by

{ (−s− t, s, −t, 0, t) | s, t ∈ R } .
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3. The reduced row echelon form of the augmented matrix is1 0 0 0 −1 0
0 1 0 2 1 0
0 0 1 3 0 0


The solution set is given by

{ (t, −2s− t, −3s, s, t) | s, t ∈ R } .

4. The reduced row echelon form of the augmented matrix is
1 4 0 −2 0 1 0
0 0 1 3 0 −2 0
0 0 0 0 1 2 0
0 0 0 0 0 0 0


The solution set is given by

{ (−4r + 2s− t, r, −3s+ 2t, s, −2t, t) | r, s, t ∈ R } .

Question 18. The matrices below represent augmented matrices of linear systems, where ∗
denotes an arbitrary real number. For each case, determine whether the system is consistent. If
it is consistent, establish whether the solution is unique. If the solution is not unique, analyze
the structure of the solution set.

1.

1 ∗ ∗ ∗
0 1 ∗ ∗
0 0 1 ∗

 2.

1 ∗ ∗ ∗
0 1 ∗ ∗
0 0 1 1



3.

1 ∗ ∗ ∗
0 1 ∗ ∗
0 0 0 0

 4.

1 0 0 ∗
∗ 1 0 ∗
∗ ∗ 1 ∗



5.

1 ∗ ∗ ∗
0 1 ∗ ∗
0 0 0 1

 6.

1 0 0 0
1 0 0 1
1 ∗ ∗ ∗



7.

1 ∗ ∗ ∗
0 0 ∗ 0
0 0 1 ∗

 8.

1 ∗ ∗ ∗
1 0 0 1
1 0 0 1


Solution.

1. We change the representation of the given matrix to as follows1 a12 a13 a14
0 1 a23 a24
0 0 1 a34

 ,

where aij’s represent real numbers. We can apply Gauss-Jordan elimination method on
the matrix and we have

R1−a12R2−−−−−−→

1 0 a13 − a12a23 a14 − a12a24
0 1 a23 a24
0 0 1 a34


16
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R1−(a13−a12a23)R3−−−−−−−−−−−→
R2−a23R3

1 0 0 a14 − a12a24 − (a13 − a12a23)a34
0 1 0 a24 − a23a34
0 0 1 a34


We can see that the system has a unique solution

(a14 − a12a24 − (a13 − a12a23)a34, a24 − a23a34, a34)

2. By letting a34 = 1, it follows from 1 that the system has a unique solution

(a14 − a12a24 − a13 + a12a23, a24 − a23, 1)

3. We change the representation of the given matrix to as follows1 a12 a13 a14
0 1 a23 a24
0 0 0 0

 ,

where aij’s represent real numbers. We can apply Gauss-Jordan elimination method on
the matrix and we have

R1−a12R2−−−−−−→

1 0 a13 − a12a23 a14 − a12a24
0 1 a23 a24
0 0 0 0


We can see that the system has infinitely many solutions and the solution set is given by

{ (a14 − a12a24 − (a13 − a12a23)t, a24 − a23t, t) | t ∈ R } .

4. We change the representation of the given matrix to as follows 1 0 0 a14
a21 1 0 a24
a31 a32 1 a34

 ,

where aij’s represent real numbers. We can apply Gauss-Jordan elimination method on
the matrix and we have

R3−a31R1−−−−−−→
R2−a21R1

1 0 0 a14
0 1 0 a24 − a21a14
0 a32 1 a34 − a31a14

 R3−a32R2−−−−−−→

1 0 0 a14
0 1 0 a24 − a21a14
0 0 1 a34 − a31a14 − a32(a24 − a21a14)


We can see that the system has a unique solution

(a14, a24 − a21a14, a34 − a31a14 − a32(a24 − a21a14))

5. The last row of the matrix corresponds to

0 = 1,

a contradiction. Thus the corresponding linear system is inconsistent.

6. We change the representation of the given matrix to as follows1 0 0 0
1 0 0 1
1 a32 a33 a34

 ,

17
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where aij’s represent real numbers. We can apply Gauss-Jordan elimination method on
the matrix and we have

R3−R1−−−−→
R2−R1

1 0 0 0
0 0 0 1
0 a32 a33 a34

 ,

where the second row corresponds to

0 = 1,

a contradiction. Thus the corresponding linear system is inconsistent.

7. We change the representation of the given matrix to as follows1 a12 a13 a14
0 0 a23 0
0 0 1 a34

 ,

where aij’s represent real numbers. We can apply Gauss-Jordan elimination method on
the matrix and we have

R2−a23R3−−−−−−→
R1−a13R3

1 a12 0 a14 − a13a34
0 0 0 −a23a34
0 0 1 a34

 .

Thus, if a23a34 ̸= 0, the system is inconsistent. Otherwise, the solution set of the system
is given by

{ (a14 − a13a34 − a12t, t, a34) | t ∈ R } .

8. We change the representation of the given matrix to as follows1 a12 a13 a14
1 0 0 1
1 0 0 1

 ,

where aij’s represent real numbers. We can apply Gauss-Jordan elimination method on
the matrix and we have

R3−R2−−−−→
R2−R1

1 a12 a13 a14
0 −a12 −a13 1− 1a14
0 0 0 0

 R1+R2−−−−→

1 0 0 1
0 −a12 −a13 1− a14
0 0 0 0


If a12 = a13 = 0, the system is inconsistent.

If a12 = 0 and a13 ̸= 0, the solution set is given by{(
1, t,

a14 − 1

a13
)

) ∣∣∣∣ t ∈ R
}
.

If a12 ̸= 0, the solution set is given by{(
1,

−1 + a14 − a13t)

a12

) ∣∣∣∣ t ∈ R
}
.

Question 19. For each of the following linear systems, determine the value of α that results
in the system having no solutions, a unique solution, or infinitely many solutions.

18
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1.

x+ 2y − 3z = 4

2x− y + 5z = 2

4x+ y + (α2 − 14)z = α + 2

2.

x+ 2y + z = 2

2x− 2y + 3z = 1

x+ 2y − (α2 − 3)z = α

Solution.

1. The augmented matrix for the linear system is1 2 −3 4
2 −1 5 2
4 1 α2 − 14 α + 2


Applying Gauss-Jordan elimination

R2−2R1−−−−→
R3−4R1

1 2 −3 4
0 −5 11 −6
0 −7 α2 − 2 α− 14

 − 1
5
R2−−−→


1 2 −3 4

0 1 −11

5

6

5
0 −7 α2 − 2 α− 14



R3+7R2−−−−→


1 2 −3 4

0 1 −11

5

6

5

0 0 α2 − 87

5
α− 28

5


The third row corresponds to the equation:(

α2 − 87

5

)
z = α− 28

5
.

• Case 1: No solutions
If

α2 − 87

5
= 0 i.e., α = ±

√
87

5
,

then

α− 28

5
̸= 0,

and the system is inconsistent.

• Case 2: Unique solution
If

α2 − 87

5
̸= 0,

the system has a unique solution.

• Case 3: Infinitely many solutions
For the system to have infinitely many solutions, we need

α2 − 87

5
= 0, α− 28

5
= 0,

a contradiction. Thus the system will not have infinitely many solutions no matter
what value α takes.
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2. The augmented matrix for the linear system is1 2 1 2
2 −2 3 1
1 2 3− α2 α


Applying Gauss-Jordan elimination

R2−2R1−−−−→
R3−R1

1 2 1 2
0 −6 1 −3
0 0 2− α2 α− 2

 − 1
6
R2−−−→

1 2 1 2

0 1 −1

6

1

2
0 0 2− α2 α− 2



R1−2R2−−−−→


1 0

4

3
1

0 1 −1

6

1

2
0 0 2− α2 α− 2


The third row corresponds to the equation:

(2− α2)z = α− 2.

• Case 1: No solution
If

2− α2 = 0 i.e., α = ±
√
2,

then
α− 2 ̸= 0

and the system is inconsistent.

• Case 2: Unique solution
If

2− α2 ̸= 0 i.e., α ̸= ±
√
2,

the system has a unique solution.

• Case 3: Infinitely many solutions
For the system to have infinitely many solutions, we need

2− α2 = 0, α− 2 = 0,

a contradiction. Thus the system will not have infinitely many solutions no matter
what value α takes.

Question 20. What conditions must the parameters a, b, c satisfy for the following linear
system to be consistent?

1.

x+ 3y − z = a

x+ y + 2z = b

2y − 3z = c

2.

x+ 3y + z = a

−x− 2y + z = b

3x+ 7y − z = c

Solution.
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1. The augmented matrix for the linear system is1 3 −1 a
1 1 2 b
0 2 −3 c


Applying Gauss-Jordan elimination

R2−R1−−−−→

1 3 −1 a
0 −2 3 b− a
0 2 −3 c

 − 1
2
R2−−−→


1 3 −1 a

0 1 −3

2

a− b

2
0 2 −3 c

 R3−2R2−−−−→

1 3 −1 a

0 1 −3

2

a− b

2
0 0 0 b+ c− a


For the system to be consistent, we must have

b+ c− a = 0.

2. The augmented matrix for the linear system is 1 3 1 a
−1 −2 1 b
3 7 −1 c


Applying Gauss-Jordan elimination

R2+R1−−−−→
R3−3R1

1 3 1 a
0 1 2 a+ b
0 −2 −4 c− 3a

 R3+2R2−−−−→

1 3 1 a
0 1 2 a+ b
0 0 0 c− a+ 2b


For the system to be consistent, we must have

2b+ c− a = 0.

Question 21. Solve the following systems, where a, b, c are constants.
1.

2x+ y = a

3x+ 6y = b

2.

x1 + x2 + x3 = a

2x1 + 2x3 = b

3x2 + 3x3 = c

Solution.

1. Add −6× the first equation to the second equation, we get

2x+ y = a

−9x = b− 6a

Then

x =
6a− b

9
, y = a− 2(6a− b)

9
=

2b− 3a

9
.
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2. The augmented matrix of the linear system is1 1 1 a
2 0 2 b
0 3 3 c

 .

Applying Gauss-Jordan elimination

R2−2R1−−−−→

1 1 1 a
0 −2 0 b− 2a
0 3 3 c

 − 1
2
R2−−−→


1 1 1 a

0 1 0
2a− b

2
0 3 3 c

 R3−3R2−−−−→


1 1 1 a

0 1 0
2a− b

2

0 0 3 c− 6a− 3b

2



1
3
R3−−→


1 1 1 a

0 1 0
2a− b

2

0 0 1
c

3
− 2a− b

2

 R1−R2−−−−→


1 0 1

b

2

0 1 0
2a− b

2

0 0 1
c

3
− 2a− b

2

 R1−R3−−−−→


1 0 0 a− c

3

0 1 0 a− b

2

0 0 1
c

3
− a+

b

2


The system has a unique solution(

a− c

3
, a− b

2
, −a+

b

2
+

c

3

)

Question 22. Show that the following nonlinear system for the unknowns u, v, w, where
0 ≤ u, v, w ≤ 2π, has 18 solutions.

sinu+ 2 cos v + 3 tanw = 0

2 sinu+ 5 cos v + 3 tanw = 0

− sinu− 5 cos v + 5 tanw = 0

Solution. Let
x = sinu, y = cos v, z = tanw. (1)

Substituting these variables, the given nonlinear system in u, v, w is transformed into the fol-
lowing linear system in the unknowns x, y, z.

x+ 2y + 3z = 0

2x+ 5y + 3z = 0

−x− 5y + 5z = 0

The augmented matrix of the linear system is 1 2 3 0
2 5 3 0
−1 −5 5 0

 .

The reduced row echelon form of the augmented matrix is:1 0 0 0
0 1 0 0
0 0 1 0


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The system has a unique solution
x = y = z = 0.

Substituting to Equation 2 we get

sinu = 0, cos v = 0, tanw = 0.

Since
0 ≤ u ≤ 2π, , 0 ≤ v ≤ 2π, 0 ≤ w ≤ 2π,

we have

u = 0, π, 2π v =
π

2
,
3π

2
, w = 0, π, 2π,

in total we have
3× 2× 3 = 18

solution.

Question 23. Solve the following nonlinear system for the unknowns u, v, w, where 0 ≤
u, v, w ≤ 2π.

2 sinu− cos v + 3 tanw = 3

4 sinu+ 2 cos v − 2 tanw = 2

6 sinu− 3 cos v + tanw = 9

Solution. Let
x = sinu, y = cos v, z = tanw. (2)

Substituting these variables, the given nonlinear system in u, v, w is transformed into the fol-
lowing linear system in the unknowns x, y, z.

2x− y + 3z = 3

4x+ 2y − 2z = 2

6x− 3y + z = 9

The augmented matrix of the linear system is2 −1 3 3
4 2 −2 2
6 −3 1 9

 .

The reduced row echelon form of the augmented matrix is:1 0 0 1
0 1 0 −1
0 0 1 0


The system has a unique solution

x = 1, y = −1, z = 0.

Substituting to Equation 2 we get

sinu = 1, cos v = −1, tanw = 0.
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Since
0 ≤ u ≤ 2π, , 0 ≤ v ≤ 2π, 0 ≤ w ≤ 2π,

we have
u =

π

2
, v = π, w = 0, π, 2π.

Thus the given nonlinear system has three solutions:(π
2
, π, 0

)
,
(π
2
, π, π

)
,
(π
2
, π, 2π

)
.

Question 24. Solve the following nonlinear system for the unknowns x, y, z.

1.

x2 + y2 + z2 = 6

x2 − y2 + z2 = 2

2x2 + y2 − z2 = 3

2.

1

x
+

2

y
− 4

z
= 1

2

x
+

3

y
+

8

z
= 0

1

x
+

9

y
+

10

z
= 5

Solution.

1. Let
u = x2, v = y2, w = z2.

Substituting these variables, the given nonlinear system in x, y, z is transformed into the
following linear system in the unknowns u, v, w

u+ v + w = 6

u− v + w = 2

2u+ v − w = 3

The augmented matrix of the linear system is1 1 1 6
1 −1 1 2
2 1 −1 3

 .

The reduced row echelon form of the augmented matrix is:
1 0 0

5

3
0 1 0 2

0 0 1
7

3

 .

The linear system has a unique solution

x =
5

3
, y = 2, z =

7

3
.

Consequently, the solutions for the nonlinear system are given by(
±
√
15

3
, ±

√
2, ±

√
21

3

)
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2. Let

u =
1

x
, v =

1

y
, w =

1

z
.

Substituting these variables, the given nonlinear system in x, y, z is transformed into the
following linear system in the unknowns u, v, w

u+ 2v − 4w = 1

2u+ 3v + 8w = 0

u+ 9v + 10w = 5

The augmented matrix of the linear system is1 2 −4 1
2 3 8 0
1 9 10 5

 .

The reduced row echelon form of the augmented matrix is:
1 0 0 −7

9

0 1 0
46

63

0 0 1 − 5

63

 .

The linear system has a unique solution

x = −7

9
, y =

46

63
, z = − 5

63
.

Consequently, the unique solution for the nonlinear system is given by(
−9

7
,
63

46
, −63

5

)

For Questions 25 – 27 do the following
Suppose that each of the following is the augmented matrix for a linear system. The matrices
are all in reduced row echelon form. For each case, determine whether the system is consistent.
If it is consistent, find the complete solution set.

Question 25.
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1.


1 0 0 −1

0 1 0
1

2
0 0 1 0

 2.


1 0 0 2
0 1 0 0

0 0 1 −2

3


3.

1 0 0 0
0 1 0 0
0 0 0 1

 4.

1 0 2 −3
0 1 −1 2
0 0 0 0



5.


1 0 −1

3
4

0 1 3
4

3
0 0 0 0

 6.

1 −2 0 −3
0 0 1 2
0 0 0 0



7.

1 5 5 −1
0 0 0 0
0 0 0 0

 8.

1 0 0 2
0 0 1 0
0 0 1 1



9.

1 0 0 0
0 0 1 0
0 0 0 1


Solution.

1. The last row corresponds to
1 = 0,

a contradiction. Thus, the system has no solutions.

2. The system has a unique solution (
2, 0, −2

3

)
3. The last row corresponds to

1 = 0,

a contradiction. Thus, the system has no solutions.

4. The solution set for the system is

{ (−3− 2t, 2 + t, t) | t ∈ R } .

5. The solution set for the system is{(
4 +

1

3
t,

4

3
− 3t, t

) ∣∣∣∣ t ∈ R
}
.

6. The solution set for the system is

{ (−3 + 2t, t, 2) | t ∈ R } .

7. The solution set for the system is

{ (−1− 5s− 5t, s, t) | s, t ∈ R } .
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8. The system has a unique solution (2, 0, 1).

9. The last row corresponds to
1 = 0,

a contradiction. Thus, the system has no solutions.

Question 26.

1.

[
1 0 −2 5 3
0 1 −1 2 2

]
, 2.

[
1 3 −3 0 1
0 0 0 1 4

]
, 3.

[
1 0 0 −3 1
0 1 0 −1 7

]

Solution.

1. The solution set is given by

{ (3 + 2s− 5t, 2 + s− 2t, s, t) | s, t ∈ R } .

2. The solution set is given by

{ (1− 3s+ 3t, s, t, 4) | s, t ∈ R } .

3. The solution set is given by

{ (1 + 3t, 7 + t, s, t) | s, t ∈ R } .

Question 27.

1.


1 0

2

3
0 −1

0 1 −3 0 1

0 0 0 1
4

5

 , 2.

1 0 0 −3 1
0 1 0 −1 7
0 0 1 0 0

 , 3.

1 0 0 −3 1
0 1 0 −1 7
0 0 1 2 −1



Solution.

1. The solution set is given by{(
−1− 2

3
t, 1 + 3t, t,

4

5

) ∣∣∣∣ t ∈ R
}
.

2. The solution set is given by

{ (1 + 3t, 7 + t, 0, t) | t ∈ R } .

3. The solution set is given by

{ (1 + 3t, 7 + t, −1− 2t, t) | t ∈ R } .
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Question 28. Suppose that each of the following is the augmented matrix for a linear system.
The matrices are all in row echelon form. Find the reduced row echelon form of each matrix,
and determine whether the corresponding system is consistent. If it is consistent, find the
complete solution set.

1.


1 −2 0 3 5 −1 1
0 0 1 4 23 0 −9
0 0 0 0 0 1 16
0 0 0 0 0 0 0

 2.


1 4 −1 2 1 8
0 1 3 −2 6 −11
0 0 0 1 −3 9
0 0 0 0 0 0



3.


1 −5 2 3 −2 −4
0 1 −1 −3 −7 −2
0 0 0 1 2 5
0 0 0 0 0 0

 4.


1 −7 −3 −2 −1 −5
0 0 1 2 3 1
0 0 0 1 −1 4
0 0 0 0 0 −2



5.


1 −3 6 0 −2 4 −3
0 0 1 −2 8 −1 5
0 0 0 0 0 1 −2
0 0 0 0 0 0 0

 6.


1 4 −8 −1 2 −3 −4
0 1 −7 2 −9 −1 −3
0 0 0 0 1 −4 2
0 0 0 0 0 0 0


Solution.

1. The reduced row echelon form of the augmented matrix is:
1 −2 0 3 5 0 17
0 0 1 4 23 0 −9
0 0 0 0 0 1 16
0 0 0 0 0 0 0


The solution set is given by

{ (17 + 2r − 3s− 5t, r, −9− 4s− 23t, s, t, 16) | r, s, t ∈ R } .

2. The reduced row echelon form of the augmented matrix is:
1 0 −13 0 7 −38
0 1 3 0 0 7
0 0 0 1 −3 9
0 0 0 0 0 0


The solution set is given by

{ (−38 + 13s− 7t, 7− 3s, s, 9 + 3t, t) | s, t ∈ R } .

3. The reduced row echelon form of the augmented matrix is:
1 0 −3 0 −13 46
0 1 −1 0 −1 13
0 0 0 1 2 5
0 0 0 0 0 0


The solution set is given by

{ (46 + 3s+ 13t, 13 + s+ t, s, 5− 2t, t) | s, t ∈ R } .
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4. The reduced row echelon form of the augmented matrix is:
1 −7 0 0 12 0
0 0 1 0 5 0
0 0 0 1 −1 0
0 0 0 0 0 1


The system has no solutions.

5. The reduced row echelon form of the augmented matrix is:
1 −3 0 12 −50 0 −13
0 0 1 −2 8 0 3
0 0 0 0 0 1 −2
0 0 0 0 0 0 0


The solution set is given by

{ (−13 + 3r − 12s+ 50t, r, 3 + 2s− 8t, s, t, −2) | r, s, t ∈ R } .

6. The reduced row echelon form of the augmented matrix is:
1 0 20 −9 0 153 −68
0 1 −7 2 0 −37 15
0 0 0 0 1 −4 2
0 0 0 0 0 0 0


The solution set is given by

{ (−68− 20r + 9s− 153t, 15 + 7r − 2s+ 37t, r, s, 2 + 4t, t) | r, s, t ∈ R } .

For Questions 29 – 32 do the following
Solve the following linear systems using Gauss–Jordan elimination or Gaussian elimination. In
each case, indicate whether the system is consistent or inconsistent. Give the complete solution
set if the system is consistent.

Question 29.
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1.

2x− 3y = 5

−x+ y = −3

2.

2x− 2y = 1

3x = 1

3.

2x− z = 4

x+ 4y + z = 2

4x+ y − z = 1

4.

−3x+ y + z = 2

−4z = 0

−4x+ 2y − 3z = 1

5.

2x1 − x3 = 4

x1 + 4x2 + x3 = 2

6.

4x1 + x2 − 4x3 = 1

4x1 − 4x2 + 2x3 = −2

7.

2x1 + 4x2 + 2x3 + 2x4 = −2

4x1 − 2x2 − 3x3 − 2x4 = 2

x1 + 3x2 + 3x3 − 3x4 = −4

8.

3x1 − 3x3 + 4x4 = −3

−4x1 + 2x2 − 2x3 − 4x4 = 4

4x2 − 3x3 + 2x4 = −3

Solution.

1. The augmented matrix for the linear system is[
2 −3 5
−1 1 −3

]
The reduced row echelon form of the augmented matrix is:[

1 0 4
0 1 1

]
The system has a unique solution (4, 1).

2. The augmented matrix for the linear system is[
2 −2 1
3 0 1

]
The reduced row echelon form of the augmented matrix is:1 0

1

3

0 1 −1

6


The system has a unique solution

(
1

3
, −1

6

)
.
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3. The augmented matrix for the linear system is2 0 −1 4
1 4 1 2
4 1 −1 1


The reduced row echelon form of the augmented matrix is:

1 0 0 −18

5

0 1 0
21

5

0 0 1 −56

5


The system has a unique solution

(
−18

5
, −21

5
, −56

5

)
.

4. The augmented matrix for the linear system is−3 1 1 2
0 0 −4 0
−4 2 −3 1


The reduced row echelon form of the augmented matrix is:

1 0 0 −3

2

0 1 0 −5

2
0 0 1 0


The system has a unique solution

(
−3

2
, −5

2
, 0

)
.

5. The augmented matrix for the linear system is[
2 0 −1 4
1 4 1 2

]
The reduced row echelon form of the augmented matrix is:1 0 −1

2
2

0 1
3

8
0


The solution set is {(

2 +
t

2
, −3t

8
, t

) ∣∣∣∣ t ∈ R
}
.

6. The augmented matrix for the linear system is[
4 1 −4 1
4 −4 2 −2

]
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The reduced row echelon form of the augmented matrix is:1 0 − 7

10

1

10

0 1 −6

5

3

5


The solution set is {(

1

10
+

7t

10
,
3

5
+

6t

5
, t

) ∣∣∣∣ t ∈ R
}
.

7. The augmented matrix for the linear system is2 4 2 2 −2
4 −2 −3 −2 2
1 3 3 −3 −4


The reduced row echelon form of the augmented matrix is:

1 0 0 −21

13
− 7

13

0 1 0
40

13

9

13

0 0 1 −46

13
−24

13


The solution set is{(

− 7

13
+

21t

13
,

9

13
− 40t

13
, −24

13
+

46t

13
, t

) ∣∣∣∣ t ∈ R
}
.

8. The augmented matrix for the linear system is 3 0 −3 4 −3
−4 2 −2 −4 4
0 4 −3 2 −3


The reduced row echelon form of the augmented matrix is:

1 0 0
34

27
−4

3

0 1 0
4

9
−1

0 0 1 − 2

27
−1

3


The solution set is{(

−4

3
− 34t

27
, −1− 4t

9
, −1

3
+

2t

27
, t

) ∣∣∣∣ t ∈ R
}
.

Question 30.
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1.

x+ y = 1

4x+ 3y = 2

2.

−3x+ y = 1

4x+ 2y = 0

3.

3x− 3y = 3

4x− y − 3z = 3

−2x− 2y = −2

4.

2x− 4z = 1

4x+ 3y − 2z = 0

2x+ 2z = 0

5.

−3x2 − x3 = 2

x1 + x3 = −2

6.

x+ 2y + z = 1

2x+ 3y + 2z = 0

x+ y + z = 2

7.

3x− 2z = −3

−2x+ z = −2

−z = 2

Solution.

1. The augmented matrix for the linear system is[
1 1 1
4 3 2

]
The reduced row echelon form of the augmented matrix is:[

1 0 −1
0 1 2

]
The system has a unique solution (−1, 2).

2. The augmented matrix for the linear system is[
−3 1 1
4 2 0

]
The reduced row echelon form of the augmented matrix is:1 0 −1

5

0 1
2

5


The system has a unique solution

(
−1

5
,
2

5

)
.
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3. The augmented matrix for the linear system is 3 −3 0 3
4 −1 −3 3
−2 −2 0 −2


The reduced row echelon form of the augmented matrix is:

1 0 0 1
0 1 0 0

0 0 1
1

3


The system has a unique solution

(
1, 0,

1

3

)
.

4. The augmented matrix for the linear system is2 0 −4 1
4 3 −2 0
2 0 2 0


The reduced row echelon form of the augmented matrix is:

1 0 0
1

6

0 1 0 −1

3

0 0 1 −1

6


The system has a unique solution

(
1

6
, −1

3
, −1

6

)
.

5. The augmented matrix for the linear system is[
0 −3 −1 2
1 0 1 −2

]
The reduced row echelon form of the augmented matrix is:1 0 1 −2

0 1
1

3
−2

3


The solution set is given by{(

−2− t, −2

3
− t

3
, t

) ∣∣∣∣ t ∈ R
}
.

6. The augmented matrix for the linear system is1 2 1 1
2 3 2 0
1 1 1 2


The reduced row echelon form of the augmented matrix is:1 0 1 0

0 1 0 0
0 0 0 1


The system is inconsistent.

34



ADM Lecturer: Bc. Xiaolu Hou, Ph.D.

7. The augmented matrix for the linear system is 3 0 −2 −3
−2 0 1 −2
0 0 −1 2


The reduced row echelon form of the augmented matrix is:1 0 0 0

0 0 1 0
0 0 0 1


The system is inconsistent.

Question 31.

1.

3x1 + 2x2 + 3x3 = −3

x1 + 2x2 − x3 = −2

2.

−x1 + 3x3 + x4 = 2

2x1 + 3x2 − 3x3 + x4 = 2

2x1 − 2x2 − 2x3 − x4 = −2

3.

3x1 − x2 + 3x3 + 3x4 = −3

x1 − x2 + x3 + x4 = 3

−3x1 + 3x2 − x3 + 2x4 = 1

4.

3x1 − 3x2 + x3 + 3x4 = −3

x1 + x2 − x3 − 2x4 = 3

4x1 − 2x2 + x4 = 0

5.

−3x1 + 2x2 − x3 − 2x4 = 2

x1 − x2 − 3x4 = 3

4x1 − 3x2 + x3 − x4 = 1

6.

3x1 + x2 + 7x3 + 2x4 = 13

2x1 − 4x2 + 14x3 − x4 = −10

5x1 + 11x2 − 7x3 + 8x4 = 59

2x1 + 5x2 − 4x3 − 3x4 = 39

7.

2x1 − x2 + 3x3 + 4x4 = 9

x1 − 2x3 + 7x4 = 11

3x1 − 3x2 + x3 + 5x4 = 8

2x1 + x2 + 4x3 + 4x4 = 10

Solution.

1. The augmented matrix for the linear system is[
3 2 3 −3
1 2 −1 −2

]
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The reduced row echelon form of the augmented matrix is1 0 2 −1

2

0 1 −3

2
−3

4


The solution set is {(

−1

2
− 2t, −3

4
+

3t

2
, t

) ∣∣∣∣ t ∈ R
}
.

2. The augmented matrix for the linear system is−1 0 3 1 2
2 3 −3 1 2
2 −2 −2 −1 −2


The reduced row echelon form of the augmented matrix is

1 0 0
1

2
1

0 1 0
1

2
1

0 0 1
1

2
1


The solution set is {(

1− t

2
, 1− t

2
, 1− t

2
, t

) ∣∣∣∣ t ∈ R
}
.

3. The augmented matrix for the linear system is 3 −1 3 3 −3
1 −1 1 1 3
−3 3 −1 2 1


The reduced row echelon form of the augmented matrix is

1 0 0 −3

2
−8

0 1 0 0 −6

0 0 1
5

2
5


The solution set is {(

−8 +
3t

2
, −6, 5− 5t

2
, t

) ∣∣∣∣ t ∈ R
}
.

4. The augmented matrix for the linear system is3 −3 1 3 −3
1 1 −1 −2 3
4 −2 0 1 0


The reduced row echelon form of the augmented matrix is

1 0 −1

3
−1

2
1

0 1 −2

3
−3

2
2

0 0 0 0 0


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The solution set is {(
1 +

s

3
+

t

2
, 2 +

2s

3
+

3t

2
, s, t

) ∣∣∣∣ s, t ∈ R
}
.

5. The augmented matrix for the linear system is−3 2 −1 −2 2
1 −1 0 −3 3
4 −3 1 −1 1


The reduced row echelon form of the augmented matrix is1 0 1 8 −8

0 1 1 11 −11
0 0 0 0 0


The solution set is

{ (−8− s− 8t, −11− s− 11t, s, t) | s, t ∈ R } .

6. The augmented matrix for the linear system is
3 1 7 2 13
2 −4 14 −1 −10
5 11 −7 8 59
2 5 −4 −3 39


The reduced row echelon form of the augmented matrix is

1 0 3 0 4
0 1 −2 0 5
0 0 0 1 −2
0 0 0 0 0


The solution set is

{ (4− 3t, 5 + 2t, t, −2) | t ∈ R } .

7. The augmented matrix for the linear system is
2 −1 3 4 9
1 0 −2 7 11
3 −3 1 5 8
2 1 4 4 10


The reduced row echelon form of the augmented matrix is

1 0 0 0 −1
0 1 0 0 0
0 0 1 0 1
0 0 0 1 2


The system has a unique solution (−1, 0, 1, 2)
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Question 32.

1.

−5x1 − 2x2 + 2x3 = 16

3x1 + x2 − x3 = −9

2x1 + 2x2 − x3 = −4

2.

3x1 − 3x2 − 2x3 = 23

−6x1 + 4x2 + 3x3 = −40

−2x1 + x2 + x3 = −12

3.

3x1 − 2x2 + 4x3 = −54

−x1 + x2 − 2x3 = 20

5x1 − 4x2 + 8x3 = −83

4.

4x1 − 2x2 − 7x3 = 5

−6x1 + 5x2 + 10x3 = −11

−2x1 + 3x2 + 4x3 = −3

−3x1 + 2x2 + 5x3 = −5

5.

−2x1 + 3x2 − 4x3 + x4 = −17

8x1 − 5x2 + 2x3 − 4x4 = 47

−5x1 + 9x2 − 13x3 + 3x4 = −44

−4x1 + 3x2 − 2x3 + 2x4 = −25

6.

5x1 − x2 − 9x3 − 2x4 = 26

4x1 − x2 − 7x3 − 2x4 = 21

−2x1 + 4x3 + x4 = −12

−3x1 + 2x2 + 4x3 + 2x4 = −11

7.

6x1 − 12x2 − 5x3 + 16x4 − 2x5 = −53

−3x1 + 6x2 + 3x3 − 9x4 + x5 = 29

−4x1 + 8x2 + 3x3 − 10x4 + x5 = 33

8.

5x1 − 5x2 − 15x3 − 3x4 = −34

−2x1 + 2x2 + 6x3 + x4 = 12

Solution.

1. The augmented matrix for the linear system is−5 −2 2 16
3 1 −1 −9
2 2 −1 −4


The reduced row echelon form of the augmented matrix is1 0 0 −2

0 1 0 3
0 0 1 6

 .

The system has a unique solution (−2, 3, 6).

2. The augmented matrix for the linear system is 3 −3 −2 23
−6 4 3 −40
−2 1 1 −12


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The reduced row echelon form of the augmented matrix is1 0 0 5
0 1 0 −4
0 0 1 2

 .

The system has a unique solution (5, −4, 2).

3. The augmented matrix for the linear system is 3 −2 4 −54
−1 1 −2 20
5 −4 8 −83


The reduced row echelon form of the augmented matrix is1 0 0 0

0 1 −2 0
0 0 0 1

 .

The system has no solutions.

4. The augmented matrix for the linear system is
4 −2 −7 5
−6 5 10 −11
−2 3 4 −3
−3 2 5 −5


The reduced row echelon form of the augmented matrix is

1 0 0 6
0 1 0 −1
0 0 1 3
0 0 0 0

 .

The system has a unique solution (6, −1, 3).

5. The augmented matrix for the linear system is
−2 3 −4 1 −17
8 −5 2 −4 47
−5 9 −13 3 −44
−4 3 −2 2 −25


The reduced row echelon form of the augmented matrix is

1 0 −1 0 7
0 1 −2 0 −3
0 0 0 1 6
0 0 0 0 0

 .

The solution set is
{ (7 + t, −3 + 2t, t, 6) | t ∈ R } .
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6. The augmented matrix for the linear system is
5 −1 −9 −2 26
4 −1 −7 −2 21
−2 0 4 1 −12
−3 2 4 2 −11


The reduced row echelon form of the augmented matrix is

1 0 −2 0 0
0 1 −1 0 0
0 0 0 1 0
0 0 0 0 1

 .

The system is inconsistent.

7. The augmented matrix for the linear system is 6 −12 −5 16 −2 −53
−3 6 3 −9 1 29
−4 8 3 −10 1 33


The reduced row echelon form of the augmented matrix is1 −2 0 1 0 −4

0 0 1 −2 0 5
0 0 0 0 1 2

 .

The solution set is

{ (−4 + 2s− t, s, 5 + 2t, t, 2) | s, t ∈ R } .

8. The augmented matrix for the linear system is[
5 −5 −15 −3 −34
−2 2 6 1 12

]
The reduced row echelon form of the augmented matrix is[

1 −1 −3 0 −2
0 0 0 1 8

]
.

The solution set is
{ (−2 + s+ 3t, s, t, 8) | s, t ∈ R } .

Question 33.
Find the reduced row echelon form of the given matrix
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1.

[
1 0 2
0 1 3

]
2.

[
1 2 0
0 0 1

]

3.

1 2 3
0 1 2
0 0 1

 4.

1 2 0
0 0 2
0 0 0



5.

1 2 0 −1
0 0 1 −2
0 0 0 0

 6.

1 0 −3 4
0 1 1 5
0 0 0 0



7.

1 0 0 4 −1
0 0 1 5 2
0 1 0 0 −1

 8.


1 1 0 4

2

3
0 1 1 5 6

0 0 0 1
1

3


9.

−2 2 −1 2
0 3 3 −3
1 −4 2 2

 10.

 4 −3 −4 −2
−4 2 1 −4
−1 −3 1 −4


11.

[
−4 1 4
3 4 −3

]
12.

[
−4 −2 −1
−2 −3 0

]
Solution.
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1.

[
1 0 2
0 1 3

]
2.

[
1 2 0
0 0 1

]

3.

1 0 0
0 1 0
0 0 1

 4.

1 2 0
0 0 1
0 0 0



5.

1 2 0 −1
0 0 1 −2
0 0 0 0

 6.

1 0 −3 4
0 1 1 5
0 0 0 0



7.

1 0 0 4 −1
0 1 0 0 −1
0 0 1 5 2

 8.


1 0 −1 0 −5

0 1 1 0
13

3

0 0 0 1
1

3



9.

1 0 0 −2
0 1 0 −1
0 0 1 0

 10.


1 0 0 2

0 1 0
6

5

0 0 1
8

5



11.

[
1 0 −1
0 1 0

]
12.

1 0
3

8

0 1 −1

4



Question 34.
Consider each of the following matrices as the augmented matrix of a linear system:

1.

 1 2 −1 a
2 3 −2 b
−1 −1 1 c

 , 2.

[
a 1 1
2 a− 1 1

]
, 3.

−2 3 1 a
1 1 −1 b
0 5 −1 c


For each case,

(a) Determine the values of a, b, c for which this linear system is inconsistent.

(b) Determine the values of a, b, c for which this linear system is consistent.

(c) If this system is consistent, determine whether it has a unique solution or infinitely many
solutions. Express the solution(s) in terms of a, b, c.

(d) Choose a specific set of values for a, b, c that ensures the system is consistent and solve
the system.

Solution.

1. Applying Gauss-Jordan elimination, we have

R3+R1−−−−→
R2−2R1

1 2 −1 a
0 −1 0 b− 2a
0 1 0 c+ a

 −R2−−→

1 2 −1 a
0 1 0 2a− b
0 1 0 c+ a

 R3−R2−−−−→

1 2 −1 a
0 1 0 2a− b
0 0 0 c− a+ b


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R1−2R2−−−−→

1 0 −1 −3a+ b
0 1 0 2a− b
0 0 0 c− a+ b


(a) If

c− a+ b ̸= 0

then the system is inconsistent.

(b) If
c− a+ b = 0

the system is consistent.

(c) In the case c− a+ b = 0, the system has infinitely many solutions given by

{ (−3a+ b+ t, 2a− b, t) | t ∈ R } .

No matter what values a, b, c take, the system will not have a unique solution.

d) Let
a = 1, b = 1, c = 0,

which satisfies c− a+ b = 0. Then the solution set for the system becomes

{ (−2 + t, 1, t) | t ∈ R } .

2. Applying Gauss-Jordan elimination, we have

switch R1,R2−−−−−−−→
[
2 a− 1 1
a 1 1

]
1
2
R1−−→

1 a− 1

2

1

2
a 1 1

 R2−aR1−−−−−→

1
a− 1

2

1

2

0
2 + a− a2

2
1− a

2


(a) The system is inconsistent if

2 + a− a2

2
= 0, which implies a = −1, 2

and
1− a

2
̸= 0, which implies a ̸= 2.

Thus, we conclude that when
a = −1.

the system is inconsistent.

(b) The system is consistent if a ̸= −1.

(c) The system has infinitely many solutions if

2 + a− a2

2
= 0, which implies a = −1, 2

and
1− a

2
= 0, which implies a = 2.

Thus when a = 2, the system has infinitely many solutions. In this case, the aug-
mented matrix becomes 1 1

2

1

2
0 0 0

 .
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The solution set is given by {(
1

2
− t

2
, t

) ∣∣∣∣ t ∈ R
}
.

When a ̸= −1, 2, we can continue with Gauss-Jordan elimination to get

2
2+a−a2

R2

−−−−−−→

1
a− 1

2

1

2

0 1
1

a+ 1

 R1−a−1
2

R2−−−−−−→

1 0
1

a+ 1

0 1
1

a+ 1

 .

The system has a unique solution

(
1

a+ 1
,

1

a+ 1

)
(d) Let a = 0, then the system has a unique solution (1, 1).

3. Applying Gauss-Jordan elimination, we have

− 1
2
R1−−−→


1 −3

2
−1

2
−a

2
1 1 −1 b

0 5 −1 c

 R2−R1−−−−→


1 −3

2
−1

2
−a

2

0
5

2
−1

2
b+

a

2
0 5 −1 c


2
5
R2−−→


1 −3

2
−1

2
−a

2

0 1 −1

5

2b

5
+

a

5
0 5 −1 c



R3−5R2−−−−→


1 −3

2
−1

2
−a

2

0 1 −1

5

2b

5
+

a

5
0 0 0 c− 2b− a


R1+

3
2
R2−−−−−→


1 0 −4

5

3b

5
− a

5

0 1 −1

5

2b

5
+

a

5
0 0 0 c− 2b− a


(a) The system is inconsistent when

c− 2b− a ̸= 0.

(b) The system is consistent when

c− 2b− a = 0.

(c) When c− 2b− a = 0, the system has infinitely many solutions and the solution set
is given by {(

3b

5
− a

5
+

4t

5
,
2b

5
+

a

5
+

t

5
, t

) ∣∣∣∣ t ∈ R
}
.

No matter what values a, b, c take, the system will not have a unique solution.

(d) Let
a = 0, b = 1, c = 2,

then
c− 2b− a = 0.

In this case, the system has solution set{(
3

5
+

4t

5
,
2

5
+

t

5
, t

) ∣∣∣∣ t ∈ R
}
.
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Question 35. Suppose x1 and x2 are two distinct solutions of the linear system

Ax = b,

where A ∈ Mm×n, b ∈ Rm.

1. Show that for any α ∈ R, x1 + α(x2 − x1) is also a solution of the linear system.

2. Show that if x1 + α(x2 − x1) = x1 + β(x2 − x1), where α, β ∈ R, then α = β.

3. Prove that if a linear system has two distinct solutions, then it must have infinitely many
solutions.

Solution.

1. Since x1 and x2 are solutions of
Ax = b,

we have
Ax1 = b, Ax2 = b.

Take any α ∈ R, then

A (x1 + α(x2 − x1)) = Ax1 + αA(x2 − x1) = b+ α(Ax2 − Ax1) = b+ 0 = b.

This shows that x1 + α(x2 − x1) is also a solution of the linear system.

2. Since x1 + α(x2 − x1) = x1 + β(x2 − x1), we have

αx2 + (1− α)x1 = βx2 + (1− β)x1 =⇒ (α− β)x2 = (α− β)x1.

Since x1 ̸= x2, we must have α− β = 0, which implies α = β.

3. Suppose a linear system
Ax = b

has two distinct solutions x1 and x2. From 1 we know that x1 + α(x2 − x1) is also a
solution of the linear system for any α ∈ R. From 2 we know that for different values
of α, we can get different solutions x1 + α(x2 − x1). There are infinitely many different
values for α, by varying α, we get infinitely many solutions for the linear system.
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