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Vector space of polynomials

¢ Let R[z] denote the set of polynomials with coefficients from R, i.e.

Rlz] = { Zaixi
=0

® An element of R[z] is of the form

f(z) = apa™ + an_12" 1+ + a17 + ag € R[]
e If a, # 0, we define degree of f(x), denoted deg(f(z)), to be n.
¢ Following the convention, we define deg(0) = —oo.
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Vector space of polynomials

f(x) = anz™ + ap 12" + - +ag,
9(x) = by @™ + bp—12™ L+ -+ + bo in R[]
Without loss of generality, let us assume n > m, write

Ly,

g(xz) = bpz™ 4+ b1
where b; = 0 for ¢ > m. Then
f(x)+g(z) == cpx" 4+ cp12™ ' + -+ + co, where ¢; = a; + b;.
And

f($)g(33) = dnxn + dnfll'n_1 + -+ d[), where dz = Zajbi,j.
7=0

(R[z], +, ) is a vector space
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Vector space of polynomials

CLiGR,nZO}

(R[z], +, -) is a vector space
Additive identity/zero vector: 0

Additive inverse of f(z) = a,2™ + an_12" L+ +ag is

—apz" — ay 2" — o —ag

Other axioms also hold, following from the properties of real numbers
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Linear independent vectors

Given the vectors:
u= (-1, 2, =3), v=(1, 0, 4), w=(2, -2, 1)

Are these vectors linearly dependent or independent?
We compute the determinant:

-1 1 2
2 0 -2
-3 4 1

Apply Sarrus’ rule
0+16+6—-(0+8+2)=12#0

Since the determinant is nonzero, the vectors are linearly independent.
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Linear independent vectors
Given the vectors:
u=(2, 3), v=(5 -1), w=(1, 4)
Are these vectors linearly dependent?
Consider
o1 (2, 3)+a2(5, —1)4as(1, 4)=(0, 0),

which corresponds to the following homogeneous linear system

201 + bas + a3 = 0

3051—0&2+4C¥3 = 0
Recall
Corollary

A homogeneous linear system with more unknowns than equations has infinitely many
solutions.

The system has nontrivial solutions, the vectors are linearly dependent.
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Linear independent vectors
Are the following vectors linearly independent?
vi=(1, 3, 5 0), va=(-1, 2, 1, 1),

v3=1(2, 2, 0, —1), ws=(1, 0, 1, 0)

Cofactor expansion along the fourth row, and Sarru's rule

il)) _21 ; (1] 1 21 1 -1 1
s 1 0 1 = (-D*213 2 0| —(-D*33 2 0
0 1 -1 0 5 0 1 5 1 1

= (2-10-6)— (2+3—10+3)
= —14-2=-16

7/10



Linear combination

u=(1, 2, 3), v=3, 2, 1), w=(6, 8 10)

Is w a linear combination of w and v

1 3 6
2 2 8| =0 = the three vectors are linearly dependent
3 1 10

alu + av = w

a1 + 3az
2001 + 29 =
3o +ay = 10
Solve by, e.g. Cramer’s rule
ar=3, a=1l=—=w=3u+v
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Linearly independent matrices

Are the three matrices linearly independent in Moy o?

10 12 0 1
w=(ig) w=(a3) =)

a1 My + asMs + agMs = O

a10+a22a2+0a3_00
a7 2&1 2&2 a9 2&3 Qa3 o 0 0

gives

a1 +ay = 0 1100

200+ a3 = 0 (1) ; ; 8

o1+ 2a2 +203 = 0 2 1 1]0
200 +ag+a3 = 0
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Linearly independent matrices

Are the three matrices linearly independent in Moy o?

10 12 0 1
(i) e () o)

2 1

11 0|0 1 1 00 1 1 00
0 2 1]0 Ry—R4—2Ry 0 2 1 0 Ro+R3 0 1 2 0 Rys— R4+ Ro
1 2 20| Rs—»R3—Ry 0O 1 2 0 0 2 1 0] Rs—R3—2R,
2 1 1|0 0 -1 1 0 0 -1 1 0

11 0 O 1 1 0 O

01 2 0] Ri—»Rra+Rs |0 1 2 0 .. .

00 -3 0 — 00 -3 0 = only trivial solution

00 3 O 00 0 O

= the matrices are linearly independent
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